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Abstract

Recent progress in the field of recommender systems has led to inenghsesccuracy and

significant improvements in the personalization of recommendations [18]. These results are being
achieved in general by gathering more user data and generating relevant insights from it. However,
user privacy concerns are often undeémested and recommendation risks are not usually addressed.

In fact, many users are not sufficiently aware of what data is collected about them and how the data is

collected (e.g., whether third parties are collecting and selling their personal infodmation

Research in the area of recommender systems should strive towards not only achieving high
accuracy of the generated recommendations but also protdwinged privacy and making
recommender systems aware othecuehésusatthenseobtse an(
current situation [2, 4, 5, 6, 11, 12, 14, 128]. Through research it has been established that a tradeoff
is required between the accuracy, the privacy and the risks in a recommender system and that it is
highly unlikely to lave recommender systems completely satisfying all the cesette and
privacy-preserving requiremenf30, 7]. Nonetheless, a significant attempt can be made to describe a
novel modeling approach that supports designing a recommender system encorspassiofjthese

previously mentioned requirements.

This thesis focusemn a multragent based system model of recommender systemsrbgiticing

both privacy ad riskrelated abstractions intoaditionalrecommender systemasdbreakingdown

the system into three different subsystems. Such a descriptibasystem will be able to represent a
subset of recommender systems which can be classified as bedlwvask and privacpreserving.

The applicability of the approach is illustrated byage study involving a job recommender system in

which the general design model is instantiated to represent the required-dpewifit abstractions.
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Chapter 1

l ntroducti on

Recommender systenfRSs)refer to a class of information systems that essentially aim at filtering

vital informationé& pendi ng on a usero6s preferences, i ntere
[22]. These systems can predict whether a specific user would prefer an item or not based on the

profile of a specific user. Having become increasingly popular in rgeans, recommender systems

have been adopted in a wide variety of application domains, including movies, music, products and

financial services.

Recommender systerfRSs)can take advantage thfe semantic reasoning capabilitiesovercome
common limitatbonsand improve the recommendatiguality [128]. These systems usésmain
properties, types and relationshtpsenhanceiserpersonalizationCurrent research in the area of
RSshas focussed on contexivareRSs [18] A contextindependent representatimay lose
predictive power becaug®tentially useful information from multiple contexssnot taken into
account [128] The ideal contexawareRSwould, therefore, be abte reliablyassociateach user
action with an appropriate context and effedtivaodify the system outpdor the user in that given

context.

The majority of existing approachesR&sfocus on recommending the mostevant content to users
using contextual information and do not take into account the riggsatting the usdyy not

providing accurate recommendatiohtowever, in many applications, such as recommending
personalized content, it is also important to consider the risk of upsetting thmy use#rbeing aware
of the wuser d6s si tTypadlly, ater gettimydhe contexteah data ftomsa usery/the
data is passed to a semantic analyzer in order to generate meaning from tiBztsdat@an the results

from the semantic analyzer, a list of items are prepared to be recommended to theisiséactor
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is calculated for each of the items and only those items with lower values of risk are recommended to
the userAccording to Bouneffouf more than 30 algorithmic variations exist to calculate the risk

factor (e.g., variance of the cost analysis, Bayesiamigattion)[7]. Therefore, the performance af
RSdepends in part on the degree to which it has incorporated the risk into the recommendation
processRisksin RSscan involve, for examplehe possibilityof disturling or to upseing the user

which canlead to anegativefeedback from the user

With the advent oénormous amounts of persodaltacollectionfor the sake of personalizatiamd
improving recommendation quality, the focus of the current research on RSs has been shifting to
privacy protecton [129]. Personalizatioprovidesconvenience in the user experieraed it can have

a directimpact on marketing, sales, apbfit. On the other hangbrivacy, which is a serious concern
for many users, is tharice users have to pay for the conven&R8s can provida a world with
booming information. Users normalhave no choice but to trust the service providdwetep their

sensitive persongirofile and information safe.

1.1 Research Issue

Since a major focus in the area of RSs has been the iempent of the accuracy of the

recommendations generated by the Recommender System, there is a lack of a modelling approach for
the RSs that takes into account both sufficient
users. A novel model of R&svolving both contextual risk and privacy would make things much

easier for domain experts to study and advance research in the areaafaiskand privacy

preserving RSs, thereby contributing with methods that can produce more detailed desigms of su

systems.

In the past few decades, collaboration of multiple teams in a large software project has become a
usual path for developing largeale software [15]n spite of increasing adoption of collaborative
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software development, there is scope fastaf improvements to fill the gapetween what is needed

and what has been provided today as the software development landscape changedapidly.

agent software development has emerged as a way to develop software by considering the different
aspect of a software system as separate agents that working in coherence to achieve the overall goal
of the system. However, although the area of raglént systems has experienced much growth in

the last decade, there is still a need for radint approaclsehat supports both contexivare and

privacy-preserving mechanisiil8].

1.2 Thesis Statement

The aim of this research is to provide a maiient based system model of RSsrigoiducing both
privacy and riskrelated abstractions into traditiomacommender systems. The model sapport
designing these systems when privacy eoatextual riskelated touser data and information needs

to be takennto account. The applicability of the approach is illustrated by a case study involving a
job reconmender system in which the general design model is instantiated to represent the required

domainspecific abstractions.

1.3 Major Contributions

This research focuses on the importance of the privacy and risk aspects of the Recommender
Systems, that is, on homwuch a RS safeguards user privacy and also on how a RS addresses

contextual risks.

The proposed approach utilizes a malent system model that divides the system into individual
units. This breakdown of the Recommender System into small individualana@bles the designers
of the RS to focus on each of the small objectives that must be accomplished by the individual units

in order to fulfil the overall objective of the entire system.



This approach combines two existing research areas within RSiski.end privacy, into a unified
system model. As part of this thesis, a sample case study that illustrates the applicability of the

proposed approach in the field of job recommender systems is also provided.

1.4 Thesis Organization

The thesis is divided into three parts. The first part introduces the problem addressed in the thesis,
along with a survey of the RSs field that covers both risk and privacy issues, two fundamental
concepts upon which this thesis is framed. The secondsctibes related work in the RSs

literature and provides an analysis of the related design alternatives and statistical biases. It also
provides a detailed discussion of the proposed approach to solve the identified issues related to
existing multtagentmodels. Towards the end of this part, a brief case study is provided, in which the
proposed multagent model is used to model a job recommender system. The final part of the thesis
describes conclusions and future work that can be done to extend thegutgystem model. In the
Appendix, a preliminary evaluation method for RSs based both the privacy and risk dimensions is

discussed.
In more detail, the content of this thesis is organized as follows:
Part I. Introduction

Chapter 1 In this chapter, a brielescription of the current focus in the area of RS is provided,
followed by the description of the issues currently faced by researchers and domain experts in the
area of RSs. A thesis statement is then provided to give an idea of what this theisig te tghieve.

This is followed by the description of the major contributions of the thesis.



Chapter 2 provides an overview of the state of the art in the area of RSs, which includes a
classification of the main types of recommendation approabh#ss chapter, v also describe the
weaknesses of the different recommendation technigues and present a broader class of hybrid
recommenders that aim to overcome these limitations. We also discuss risk and privacy issues in the
RSs, and how these issues ansthese systems in the first place. The discussion is carried forward
with the description of the some of the mitigating techniques that can be used to address some of the

identified issues.
Part Il. The SystemModel

Chapter 3 describes some of the relategearch work in the field of RSs that has contributed toward

the conceptualizatioof the proposed approach discussed in this thesis.

Chapter 4 presents the proposed approach. In¢hipter a detailed description of the mudtiyent

system model is praded along with an explanation of different aspects of this model.

Chapter 5 presents a case study to illustrate the applicability of the proposed approach, in which the
multi-agent model is applied to a job RS. In this chapteliscussion about twoearious job RSs is
provided, and enhancements to these systems is provided in the form of a neagemilthodel for

risk-aware and privacpreserving job RSs.
Part Il . Future work

Chapter 6 discusses future work that can be carried out to improve en@xthe proposed approach,
including theinstantiationof the multiagent model for the RSs across different application areas.

This is followed by a discussion of the limitations of this approach.

Appendix This section discusses a preliminary methodHerevaluation of RSs using privacy

preserving and riskware concepts.



Chapter 2

Recommender Systems

Recommender systems are software systems that produce a list of recommendations for its users by
deploying in general two algorithms (i@llaborative filteringor contertbased filtering) or a mix of

these algorithms as a hybrid approach. The apprc
historic data (i.e. items purchased by the user, browsing/navigation history on the website or the

feedback preided for the purchased iteni)he result of this approach is a list produced by the

system of recommendations of interest to the user [22]. On thehathéy ontentbased filtering
approachesmploya set of attributesf an item in order taome up wih a list of recommendations

having items with similar attributes [R3\ hybrid approach can be used as a combination of the

previously discussed approaches in order to find a solution with the best recommendation accuracy.

2.1 Context -Aware Recommender System s

Bouneffouf has briefly discussed the concept of cordasdre RSs [7]. In order to make
recommendations more accurate, the context at the time of generating recommendations is also an
important factorThe contextual data can be added as a source ofafion for generating better
recommendations or can help in filtering out melevant recommendations from the list of resultant
recommendations generated by the sysiémrefore, the introduction of context information into

RSs leads to contestware FSs [21].



2.2 Privacy in Recommender Systems

A wide variety of information needs to be processed by RSs. Some authors discuss these diverse
information types in detail [19]. Some of this information can be confidential and should not be
revealedtoanyothgrer son or organi zation, except the info
always a tradeff between the amount of information to be provided to a RS and the accuracy of the
resulting recommendations. This aspect is represégtédckmangt al.with the help of a three

dimensional representation that has the duration of information storage, the size of the audience and

the extent of usage as its three axes [19].

2.3 Privacy Protection

In order to alleviate the privacy concerns of the user to makestrgorovide more information to the
system for better recommendations, some prijaoyection techniques can be employed. One of the
methods is anonymization, which involves removing any link in the data to a specific user while
preserving the structuie the data. Some authors usetipproach by introducing trust agents [34].
Other methods to deal with privacy concerns are based on randomization techniques or differential

privacy servers.

2.3.1 User control

Some authors discuss two techniques to mitigateerns over privacy risk breaches in the RSs that
give users the option to manage the release of information to the RSs][tdpddvide appropriate
reasons for the requirements of information release to usdrd f#Ese two methods help in reducing

breaches of user privacy.



2.4 Risk Aware Recommender Systems

Bouneffouf discusses riskware RSs [7]. In this variation of RSs an approach is used to calculate the
tradeoff between discovering contextual information and upsetting users by providing them non
relevant recommendations. This traaféfactor is termed as risk and is calculated by using the multi
arm bandit optimization methothe techniques that are discussed in this paper are derived from the
fi v anrciea c 0 st @e xappepcrtoeadc he, n vapproactamdehe hybrid approach [44, 43, 45,

46, 47, 48



Chapter 3

Rel ated Wor k

3.1 Modelling Recommender Systems

Girardi and Marinho provide description of antology-drivenmodelfor usage mining in the
context of agerbasedRecommender Systems is provided [tiirst starts with a description of
MADEM (Multi-Agent Domain Engineering Methodologg3a software development methodology
for multi-agent domain engineerinpllowed by the description ¢fie modelingzoncepts,dsks and

products for the development ofamily of multi-agent systems in a problem domain.

3.2 Risk-Aware Recommender Systems

After introducing theconcept of multiagent system in context BiSs,we nowintroducethe dynamic
risk-awareRS, as described ifY]. A dynamicrisk-awarerecommender syste(DRARS)is
essentially a contesdware RS which takes into account the exploragixploitation tradeoff using a

multi-arm bandit optimization solution

3.3 Privacy Preserving Recommender Systems

Elmiseri, Rho andBotvich presena collaborative privacy framewof&r preserving user profile

privacy in social recommender sengdé]. It is a description ai novel two stage concealment
procest hat offers to the user 6s precanecalyenicocesst r o |
utilizesahierarchical topology, where usemeorganized in peegroups This paper also provides a
performance tesif the propose framework on a real dataset and the evaluatitrownfthe overall
accuracy of the recommendations dependhenumber of users angquests. The experimental and
analysis results showed that privacy increases uhdgroposedniddieware without hampering the

accuracy of recommendations. Morequbeapproach used in the paper has been showedtee
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privacy breaches on the concealed data without severely affecting the accusmmnohendations
based on ctdborative filtering techniques by realizitizat there are many challenges in building a
collaborative privacy framework fgreserving privacy in social recommender sevibéa et al.
provide an evidence thdtd disclosure of user preferences iR&seriously threatertheuser$®
personal privacyespecially when service providers move therukata to an untrusted clo[6]. In
this paper, a novel solution, called APPLETpresentedto address the significant challenges in
privacy-preserving locatioimwareRSs In APPLET, multiple cryptograpb methodologiesvere
introduced in order to hidight the aspect of protecting the privacy of the RS usélout affecting
thequality of therecommendatio® Moreover,an evaluation has been provided which showstheat
effectiveness and performance of APPLiEANS out to be wekuited. Shokri etlaproposed a novel
method for privacyreservation in collaborat filtering RSs [12]The authoraddressed the
problem of protecting us@rivacy in the presence of an untrusted central server, wheserver has
access toheuser profiles. To avoigrivacy violation, a mechanisim proposedvhere users store
locally an offline profile on theiclientside, hidden from the servemd an online profile on the
server from which the servgenerates the recommendations. The online profiles of diffasens
are frequently synchronized with their offlimersions in an independent and distributed way. Using a
graph theoretic approadime authorsleveloped a model where eadder arbitrarily contacts other
users over time, and modifiags own offlineprofile through a process known as aggtéama
Throughexperimentsliscussed in the papétris concludedhat such a mechanism can leaé taoigh
level of privacy through a proper choice of aggregation functions, while haviexy éttle effect on
theaccuracy of the recommendation system. The reiflubsrated that similaritybased aggregation
functions, wheraisers receive items from othesers proportional to the siarity between them,

yield a considerable privacy level atery low accuracydss.Other findingssuggest thaheu s e r s 6
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online informations multi-dimensional regarding privacy concerns, especiallyracammender

context[14].

3.4 Privacy -Preserving Methodologies for Recommender Systems

TraditionallocationawareRSsare facing aignificant challenge, namely, how to prottdet location
privacy of users while preserving thaality of therecommendatias There are several studies that
have achieved location privacy, which are basedrammymity, differential privacy, and encryqmti
schemesSomeauthors proposed locatiarientedprivacy-preserving mechanisnimsed on
anonymity to protect user location privd@®-51]. To solve the shortcomings of #esolutions,
someauthors introduced differentiptivacy mechanisms to proteatie usefs exact location

independently from any side informatifg2-54].

11



Chapter 4

Proposed Approach

In this chapter we will discuss the proposed approach to tackle the challenges described in the
previous sections. Let us start with a conceptual model dejickédurel, describinga RS as a

system where the resultant recommendations are affected by the privacy factors (e.g. user controls,
privacy settings etc.) and the contextual risk factors (e.g. location, social connections etc.). The
privacy risk factorgan be understood as the parameters which are formulated by taking privacy
instructions from the user and then filtering out the data to be considered for generating
recommendations based on those privacy parameters set by the users. On the other hand, th
contextual risk factors are the parameters that are obtained from the continuous or periodical streams
of user data followed by filtering by the privacy parameters, which are used as one of the data sources
for generating the recommendations. Thus, deoto propose a model for the Ri&lware Privacy
Preserving Recommender System (RPRS), we need to have model that takes into account these two

factors affecting the system, namely privacy and contextual risk.

The proposed approach to model the RPRS fallawequence of steps in order to produce a model

of the system (Figure 2). In the first step the system is conceptually broken down into three
subsystems (i.e. the Data Subsystem, the Contextual Risk Subsystem and the Privacy Subsystem) to
consider the irpact of the privacy and the risk factor on the overall objective of the system, which is

to produce recommendations. This step also involves the introduction of atbagedtapproach

where each subsystem is assumed to be modeled by one or more agel@stimaccomplish the

objective of that subsystem.
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Figure 1 ConceptualDiagram of the Risk-Aware Privacy-PreservingRecommender System
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Figure 2 Proposed Steps of the Modeling Approach

In the next step, we provide a goal model for each subsystem within the entire system in order to

specify the goal of these subsystems. The agents within these subsystems are described in terms of the

roles they perform, the responsibilities they fulfilidethe activities performed by these agents in

13



order to achieve the objective of the subsystem. This is achieved partially by the introduction of the
relationship model which provides a set of attributes displayed by each agent and their associated

relationships in order to accomplish its responsibilities within the subsystem.

We introduce two design behaviors for the next two subsequent steps. These design behaviors help in
understanding the system tgscribinghe internal behavior of each subsystem. flilse behavior

design we discuss is the activity model of the subsystems. It describes the behavior of the subsystem
in context of the relationship model discussed previously. The activity models for each subsystem are

then combined to form an activity el of the entire RPRS.

The second behavior design which is discussed is the sequence diagrams of the subsystems. The
sequence diagrams describe the sequence of events that occur within the subsystems. These sequence
diagrams are then combined to form seguence diagram of the whole RPRS. The behaviors defined

by the sequence diagrams are based on the contextual information from a relationship model.

Before going further in the description of the system modeljntlispensabléo describe the
notationsused in this approach, which involve UML modeling techniques. Various types of UML
diagrams are used (e.g. activity diagram and sequence models) to provide the system models and to
gain understanding of the behavior of the subsystems and the recomnysteles @s a whole.

These diagrams aexplained in the following section.
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4.1 UML Diagrams

UML stands for Unified Modeling Language and is used in chjdented software engineering.
Although typically used in software engineering, it is a rich languaagecttn be used to model
application structures, behavior and even business processes. There are 14 UML diagram types but
for the purpose of this thesis, we will be focusing onlytaactivity diagrans andthe sequence

diagrams.

4.1.1 Activity Diagrams

The bast purposes of activity diagrams is to capture the dynamic behavior of the system by showing
the message flow from one activity to another. Activity is a particular operation of the system.

Activity diagrams are not only used for visualizing dynamic natfigesystem but they are also used

to construct the executable systesingforward and reverse engineering techniques. A missing

element in activity diagrams is the message part: it does not show any message flow from one activity
to another. Although aigity diagrams bear some similarities to flow charts, thmdifferent in that

they depict flow such as parallel, concurrent, single and branched flows.

4.1.2 Sequence Diagrams

UML sequence diagrams are used to represent or model the flow of messagesnevaati®ns

between the objects or components of a system. Time is represented in the vertical direction showing
the sequence of interactions of the header elements, which are displayed horizontally at the top of the
diagram. Sequence Diagrams are usemgmily to design, document and validate the architecture,
interfaces and logic of the system by describing the sequence of actions that need to be performed to
complete a task or scenario. UML sequence diagrams are useful design tools because they provide
dynamic view of the system behavior which can be difficult to extract from static diagrams or

specifications. Although UML sequence diagrams are typically used to describeartgated
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software systems, they are also extremely useful as system eimgjrieels to design system
architectures, in business process engineering as process flow diagrams and as message sequence

charts for protocol stack design and analysis.

4.2 Goal Model

Goal models for the RSs were introduced in [1]. In this thesis, goal snadelsed to model
subsystems of the RPRS in order to describe the objectives of the subsystems. This isk@sadent
model in which the goals of each subsysienepresented diagrammatically and that relies on

information provided by a relationship a&l in Figure 4.
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4.3 Multi -agent System Model and System Description

In the proposed approach, we will start by breaklog/n the system into subsystems. Each
subsystem will be responsible for accomplishing adafined task and will be modeled using agents
We will focus on modelinghe goalsof the subsystemsherolesof the agentsheactivities
performed by the agentsndfinally the interactions othe agentsAgentspossesg&nowledgethat is
usal to help reach their goals. A subsysteEntomposed chgents havingpecific goals that establish
what thesubsystenintends taaccomplish The achievement of specifipalsby the agents within a

subsystenallowsthe entire system to reach its goal when the subsystems are put together3)Figure

Subsystem

Agent
8 ™" subsystem
Goals
General
Goal

Recommendations
Recommender System

Figure 3 Combining Subsystem Goals to Achieve the System Goal

Specific goal®f an agent within a subsysteare reached through tiperformance of responsibilities
thatagentshave in which the agent play®les wih acertain degree of autononfgesponsibilities
are exercised through the executidractivitiesby each individual agent within the subsystdine
set of activities associated with a responsibility ditnational decomposition of iRoles have skills
onone or a set of techniques tlsapport the execution of responsibilities and activitieanin
effective way within the subsystefAreconditionsand postconditions may need to be satisfied
before orafter the execution of an activityy each agent withithe subsystenKnowledge can be

consumed and produced through the execution attwity. Skills can be, for instance, the rules of
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the subsystenthatagentsknowin orderto access and structure its information sources. Sometimes,
agentshave to communoate with otheagentdo cooperate in the executiofan activity. This

approach allows for such communication to take place between the agents within the subsystems.

\
accomplishes !
uses/produces

Activity :
satisfied by

achieves T
e — . i | Condition
\ |
\
A\
\
3 require
\ Specific Goal Responsibility s

\ -
~ S l l—
g™ skill
\ il
performs -
e —— — L
S e Agent S s
3 performedthrough
\
~

Role

Figure 4 Relationship Model for Subsystems

4.4 Goal Models for the Subsystems

We will now discuss the goal models of the subsystems which make up a RPRS and also explain the

contribution of each subsystem and the agents involved in these subsystems.

18



4.4.1 Goal Model: Data Subsystem

Manage and maintain data
pipelines

Responsibility

Channel data to
appropriate
locations

Maintain
authenticity of
Agent the data

<>

Specific Goals

Data Manager Agent Aggregator Agent

Distribute data

Encryption/decryp  Updating data between servers
tion of data sources/destinations and data matching

General Goal

Figure 5 Goal M odel for the Data Manager Agent and theAggregator Agent

Let us start with the dataanagemenrgubsystengFigure 5) This subsystem is responsible for

managing the data inflow and outflow from tRERS The subsystem consists of two ageihe
DataManager Agent and the Aggregator Agértie goal of thdataManagerAgent is to maintain

the authenticity of the data by preventing it from getting corrupted and also to manage the piping of
data fromdatasource to the desired destinatiariThis goalof the data agent is achieved by fulfilling

two responsibilitiesthe responsibility of properly encrypting and decrypting the data from the source
and the destinatiomespectivelyandof updating the proper locations of source and destinafitine

datato be used by the systefirhe main task of the Aggregator Agent is to channel between the user
interface and the various servers to support computation, storage and generating recommendations.

This specific goal is achieved by the proper distribution addtribution of data within the system.
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4.4.2 Goal Model: Privacy Subsystem

Provide user contextual
information and historic data to
the Recommender System

Responsibility

User contextual User historic data

data filtering

filtering

Agent

User Privacy Agent

Specific Goals

Maintain user’s Filter out Noise Salect the Maintain
privacy settings data from the most user’s
system appropriate historic
historicdata  data
General Goal for the given ~ settings

scenario

Figure 6 Goal model for theUser Privacy Agent

The privacy subsystem manages the privacy aspect of the RPRS (Figure 6). This subsystem relies on
the User Prigcy Agent to carry out its operatioff$ie main role of this subsystem is to provide user
contextual data and the historic data to the computation server in order to generate recommendations
for the users. The contextual information about the users calvénuser location and social user
information, combined with the timing of the information. The user history data refers to the user

behavior that is recorded at runtime for analysis purposes.

To understand the role of the privacy subsystem within theSRRR® need to look at the goals of the
User Privacy Agent. The User Privacy Agent performs the task of maintaining user privacy settings

for the contextual data and is responsible for filtering out the noise from the contextual data that is
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obtained fromhe users. These two responsibilities form the specific goal of filtering and maintaining

the usersodé contextual ©privacy information. On ¢t}
responsibility of mai nt aidatabageddnthesetingscpmoddedby o t h e
the users and of selecting the most appropriate data for generating the recommendations after filtering

out the noise from of historic data.

4.4.3 Goal Model: Risk Subsystem

Prowvide Risk Valuation to the
Recommendsr System
Responsibility
Risk Calculation Semantic Analysis
and Analysis o the dseridaty
Agent
User Risk Agent Context Analyzer Agent
Specific Gozls
Select the best Filtar out Naoise Clean user data for Sacure Select the
Algorithm to datz from the noise filter user bast
calculate Risk system data semantic
=nalysiz
General Goal Algarithm

Figure 7 Goal Model for the User Risk Agent and the Context Analyzer Ayent
This subsystem (Figure 7) handles the contextual risk by getting the contextual information (i.e. time,
location and social information) from the user and then feeding this information to the RPRS. It

consists of two agents: the Context Analyzer Agent and the User Risk Agent.

The information processed in this step is utilized by the RPRS to produce a more-amatext
system not only by providing more relevant information to its users but also by késpihgware

of the risks associated with disturbing or negatively affecting the user with inconvenient
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recommendations. This tradeoff between providing relevant recommendations and the associated
risks of doing so is the part of the risk calculation tigtothe exploration and exploitation approach

[7].

The two agents involved in this subsystem have some specific goals and responsibilities. The
responsibility of the User Risk Agent is to ensure that no noise remains in the data and to calculate the
risk tradeoff for generating the recommendations and the relevance of these recommendations to the
user from the user feedback related to the previously generated recommendations. These two
responsibilities help in achieving the goal of carrying out the rikkilzdion and the analysis of the

user data. The Context Analyzer Agent is responsible for cleaning the data obtained from the risk
calculation stage, selecting the best possible algorithm for the analysis and securing the generated
data to be forwarded ascommendations to the users. This helps in achieving the task of semantic
analysis of the user data and, finally, in providing the analysis results as recommendations to the users

of the system.

4.4.4 Combined Goal Model of the System

The combined goal modef the RPRS (Figure 8) consists of the aggregation of the individual
subsystems and the combination of the goals of the agents within each subsystem in order to achieve

the goal of the entire system.

22



sBunias

eep
apeusy
Aosn
ureysepy

Bupay
eyep 3035y 950

oueuas
uand ai 1oy
eep duoiSy
mepdosdde

150W

EINRECTES

wiady Aaenud sasn

washs
oyl wol eRp  sHumas Adenpd
P50 300 114 5 4250 VIR

Suuayy elep
[enaxaiuos ssny

winshg smpuawwoIEy
o1 e1ep 3p01sY pue UORELLIOJU

|BNIXIU00 335N IPIACL]

Suymew ejep pue
BN UBBMIEG
EEp MNGUISA

suopesn|
nepdosdde
o3 Ejep puuey)

suady sojedasily

By
sishjeue
opuEwas elep
153q sasn sy sjou
U RS bt} 0] RIEP SIS0 UEAP)

eyep sasn 3y jo
Sishjewny JnuewDS

suopEusap/seanos
w3ep Bunepdn

waly wawaleuep eieg

sauadid
e1p ujeuEw pus sBeusyy

waly sazheuy waNeD Juady sy sasn

waishs IBpuBLILIoTaY
343 0} UORENIEA ¥5Id FPIACID

P §o uon

eiepay
1o Mpuayne
uEER

7
A

SUOIJEPUBLLLLOIBY SIBIBUSD

waishs st aejnaes
a1 wosy e1Ep 03 wiggoBy
WO IENE  1saq 9yl 1299

sphpeuy pue
uBHEnZ|ES K0

|eog) |essuag

$

s|eon ayoads

&

uady

Aupgisuodsay

anaalgo welishs

O

Figure 8 System Goal Model
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4.5 Activity Models for the Subsystems

We will now discuss the activity models of the subsystems which make up a RPRS and also in terms

of these models the contribution of each subsystem and the agents involved in the respective

subsystems.

4.5.1 Activity Model: Data Subsystem

User Group 1 H User Group 2 i

\'- User Data Distribution/Aggregation L
| ~

" User Group Distribution | | User Group Re-assignment |

ﬁT

Aggregator Agent

ﬁf

Decryption ; Recommender System |

Data Manager Agent

Data Bus

[

[ i Encryption

I User Preference 1 ‘ ‘ User Preference 2 ‘ | User Feedback 1 ‘ User Feedback 2

Figure 9 Activity Diagram of Data Subsystem

This subsystengFigure 9)receivegdata in form of User Preferences and Usszdbacklts multiple
elementgerformthe taskthat brings out the functioning of the data sigsm The Data Manager
Agent uses hashing, SHA, and MD5 checking to ensure data authenticéyafple of an
Aggregator Agent is the typical messaging broker used in modern applications. Apache Kafa and

RabbitMQ are two types of such message brolkeraessage broker is a software component used
24



for message transformation and routifiggether, these two agents fulfill the objective of the Data

Subsystem, i.e. the management and maintenance of the data pipelines within the system.

4.5.2 Activity Model: Privacy  Subsystem

User

J/ User History

Personal Information ——

E = Product

Contextual Information plaching

J J/ Input

Time Location Social
l utput
disr 7 User Privacy Agent L
ilter ->User Filtering Historic Data
Preference =~ —

l

Differential Privacy Server

Recommender System J

Figure 10 Activity diagram for the User Privacy Subsystem

Within this subsystem (Figure 10) the contextual and personal information is extracted from the user
and fed into the RPRS. An addition differential privacy server is used to handle the differential
privacy aspect of the subsystehie contextual data frothe user along with the historic data of the

user provides valuable insights that help to provide quality recommendations to the user.

4.5.3 Activity Model: Risk Subsystem

The information processed in this subsystéfigure 11) is utilized by the RPRS to geatera more
contextaware system by not only providing more relevant information to its users but also keeping
itself aware of the risks associated with disturbing or negatively affecting the user with inconvenient
recommendations. This tradeoff betweenviimg relevant recommendations and the associated

risks is captured in the risk calculation [7].
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Figure 11 Activity Diagram for the Risk Subsystem

4.5.4 Combined Activity Model for the System
The combined Activity model (Figure 12) the RPRS consists of the aggregation of the individual

subsystems and the combination of the activity diagrams of the individual agents within each

subsystem to achieve the goals of the entire system.
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4.6 Sequence Diagrams for the Subsystems

We will now discuss the sequence diagrams of the subsystems involved in the RPRS and also explain

the sequence of actions that takes place within each subsystem.

4.6.1 Sequence Diagrams: Data Subsystem

| User Data Server | | C i ‘ | Encrypti ypi | ‘ Computation Server | | Recommen: dations. ‘ | Interface User
T T T T T

i i
| 1: Connection to the server |
¥

7
n 2 Decrygfion of the data
T

3 Decrypted data to the computation server |

Recommendations are generated | 1
5] Passed fo user Interfacd

6: User gets.

|
| 7 Feedback/More user data |

i
& Encryption of data

|
9: Encrypted data is stored in the server
T

Figure 13 Data SubsystentSequenceDiagram

The sequence diagram of the data subsystem is provided in Figure 13. In this diagram, a
recommendation generation process starts when a connection is established betweedate user
database and the computation server where the data to be used is decrypted. This data is then piped to
the computation server. After the processing at the communication server, the recommendations are
generated and are then forwarded to the user througheafage. Based on the quality of

recommendation, the user provides a feedback which is stored in trdateseatabase. The transfer

of data between the servers, including the encryption and the decryption process, is carried out within

the data subsysteniihese tasks are carried out by the Data Agent and the Aggregator Agent within
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the data subsystem, and a summarized description of their behavior has been provided in the previous

section.

4.6.2 Sequence Diagram: Privacy Subsystem

Figure 14 Privacy SubsystemSequenceDiagram

In order to understand the privacy subsystem it is necessary to know the flow of control within this
subsystem (Figure 14). The first step involves establishing a connection with the user data server and
with the privacy server. This is followed by extiagtthe user data and the user privacy settings from

the server. Once this data has been extracted from the server, it is filtered against the user settings.
The user data includes the contextual data (i.e. location, time and social) data as welleas tibesus
previous behavior patterns obtained while the user interacted with the system. The user is made aware
of the data through user controls and is askegermission to utilize his or her data for generating

recommendations.
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