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User-Defined Gestures with Physical Props in Virtual Reality
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Fig. 1. We elicited manipulative gestures from 21 participants to explore how they might use physical props
to control abstract actions in VR, such as beveling an object.

When interacting with virtual reality (VR) applications like CAD and open-world games, people may want to
use gestures as a means of leveraging their knowledge from the physical world. However, people may prefer
physical props over handheld controllers to input gestures in VR. We present an elicitation study where 21
participants chose from 95 props to perform manipulative gestures for 20 CAD-like and open-world game-like
referents. When analyzing this data, we found existing methods for elicitation studies were insufficient to
describe gestures with props, or to measure agreement with prop selection (i.e., agreement between sets of
items). We proceeded by describing gestures as context-free grammars, capturing how different props were
used in similar roles in a given gesture. We present gesture and prop agreement scores using a generalized
agreement score that we developed to compare multiple selections rather than a single selection. We found
that props were selected based on their resemblance to virtual objects and the actions they afforded; that
gesture and prop agreement depended on the referent, with some referents leading to similar gesture choices,
while others led to similar prop choices; and that a small set of carefully chosen props can support multiple
gestures.
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1 INTRODUCTION

In virtual reality (VR) applications, like computer-aided design (CAD) or games, people may want to
use gestures, which provide an interaction input that is often described as �natural� and �intuitive�
[31], as well as allowing for easy spatial manipulation [2]. However, rather than invoking gestures
for CAD and games with VR controllers, people may prefer using physical objects (props), which
are e�ective at improving immersion [6] and enhancing realism [26, 56]. We propose to expand the
input vocabulary of gestures by combining them with physical props.

To design gestures, researchers have widely adopted the elicitation approach [42, 71], where
people who might use the system provide their input. These studies have shown promising outcomes
for gesture design in various domains, for example, tabletops [71], public displays [35], mobile
platforms [23, 37, 54], keyboards [7], tangible systems [9, 66], smartwatches [3], virtual reality
[45], and augmented reality [50]. Elicited gestures have been shown to be easier to remember and
preferred by those without technical expertise [44].

In our research, we conduct an elicitation study for manipulative gestures [32, 51] with physical
props in VR. We chose referents from CAD modelling software and open world games to ground
our work in application areas that o�er a rich vocabulary of actions and commands. We followed
Wobbrock et al.'s approach [71] by �rst showing the e�ect of an action (called areferent) in VR and
then asking participants for their preferred gesture, but also asking them to choose their preferred
prop(s) to perform the gesture with. Our results include a set of twenty user-de�ned gestures with
props, one per referent.

However, when analyzing our data, we found existing methods were insu�cient. Speci�cally, we
had no e�ective way to describe gestures with props, because people often chose di�erent props
for what appeared to be the same gesture (e.g., both did a �cutting� action, one with a knife, another
with a sword). We also had no way to calculate agreement between people for prop selection,
because current methods did not consider partial similarity when participants chose multiple
simultaneous props (e.g., two participants choosing one prop in common and another that di�ered).

To analyze our data, we developed two representations to handle both gestures and props. 1)
We found that context-free grammars were a useful method to capture the various props used
in a gesture, their role, and how people used them; they are presented alongside illustrations
of our elicited gestures. This language succinctly communicates gestures, and could be directly
implemented into systems using props for gestures, and can support future, more-involved analysis.
2) We calculated agreement scores for gestures using methods from previous elicitation studies [68,
71], but these scores were inadequate for the multiple props that participants selected. We thus
introduce a new agreement score based on set similarity metrics, and use it to analyze agreement
between both gestures and props. This score is identical to previous agreement scores [68] when
used for a single selection, but also accommodates multiple selections.

Our contributions are: (1) a set of elicited gesture-prop combinations for 20 CAD-like and open�
world-like referents; (2) a language for articulating gestures with props, based on context-free
grammars; (3) a generalization of the agreement metric to account for multiple selections in elicita-
tion studies; and (4) design recommendations for gestures involving props in VR environments.

We do not implement the proposed gesture set in a working VR system in this paper, but our
work is a necessary step toward this implementation, and provides a deeper understanding of how
people interact with props to complete actions in VR (Figure 2). We explore what props are chosen
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and what gestures are depicted with them, and discuss how these gestures could be realized and
what interaction designers can learn from our �ndings.

2 RELATED WORK

Relevant work includes an overview of previous work around gesture elicitation studies in various
domains, gesture-based user interfaces for CAD modelling, adoption of VR for CAD 3D modelling,
and haptic technology in VR.

2.1 Gesture Elicitation Studies in HCI

Gesture elicitation is a widely used technique in Human-Computer Interaction (HCI) for identifying
gesture vocabularies that are self-discoverable [65]. Wobbrock et al. [71] developed a user-de�ned
set of gestures based on the degree of consensus (agreement score [72]) among participants to
complete 27 referents. They also classi�ed the elicited vocabulary of gestures in a taxonomy for
tabletop systems design, which aims to capture the gesture design space in a tabletop environment.

Since that work, elicitation studies have become a common practice for determining suitable
gestures, but so far such studies have been limited to actions using hands and �ngers with speci�c
technology (e.g., public displays [35], mobile platforms [23, 37, 54], televisions [67], keyboards [7],
tangible interfaces [9, 66], smartwatches [3], augmented and virtual reality [45, 50]). In our work,
we adopt the elicitation study methodology to determine a gesture set for using physical props to
control virtual reality, and by necessity build on this previous work to be able to incorporate not
only the choice of gesture, but also the choice of physical artifact used with the gesture.

2.2 Gesture-based User Interfaces for CAD 3D Modelling

In our work, we explore the domain of 3D modelling in computer-automated design (CAD), and
some work has already explored the use of gestures to perform 3D modelling tasks. Khan and Tunçer
[34] presented a compilation of a set of gestures and speech commands for 3D CAD modelling for
conceptual design that were elicited from participants and evaluated by experts individually. In this
study, the authors included modelling tasks like �rotate�, �scale�, and �zoom in�, which are some of
the referents in this paper. Huang and Rai [29] also presented a system that recognized hand gestures
along with hand position information and converted them into commands for rotating, translating
and scaling 3D models. We expand the vocabulary of commands (referents) by incorporating tasks
such as �changing colour�, �bending�, �perforating�, �beveling�. More recently, De Araújo et al. [18]
implementedMockup Builder, a 3D modelling system combining gestures on a multi-touch surface
and gestures in 3D space to do CAD modelling tasks. Mockup builder is a stereoscopic display
where users can directly interact with 3D models or edit them using gestures on or above the
surface. We extracted referents like �extruding a model� and �reshaping a prism� from this work.

2.3 Virtual Reality for CAD 3D Modelling

There has been an extensive amount research that employs VR and/or AR to do CAD modelling.
We focus our discussion on VR, rather than AR systems likeDesignAR[53].

Both research and commercial systems have proposed systems whose main input device is one or
more handheld controllers.Feeman et al. [20]developed a platform for testing CAD in VR through
interaction with a game engine (Autodesk's Stingray), in which people modelled chairs, trucks, and
mazes with a Vive controller.McGraw et al. [40]proposed an interactive technique that enables
artists and designers to create sculptural forms and spatial surfaces using two Vive controllers.
Currently, Autodesk's Create VR[5] design tool lets artists and designers immersively explore 3D
models with either Vive or Oculus controllers.
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Other researchers have customized their own handheld controllers.Mine et al. [41]built a
controller that combined a smartphone and a casing with physical buttons to interact with an
adapted VR version of the SketchUp modelling software.Butterworth et al. [10]developed3dm,
a three-dimensional surface modelling interface where users can model primitive shapes and
perform CAD-like actions using a 6D 2-button mouse.Jackson and Keefe [30]presentedLift-O� ,
an immersive 3D interface for creating complex models with stylus pens, which feels natural to
artists.Keefe et al. [30]introducedDrawing on Air, an input technique to draw 3D lines and curves
using a 6 DOF tracker and the Phantom haptic device. This system is thus haptic-aided.

In our work, rather than using customized or existing handheld controllers for interaction, we
propose using passive objects and manipulative gestures. CAD modelling (mainly) and open-world
games serve as our test beds for this form of interaction.

2.4 Haptics Technology in Virtual Reality

There has been an impressive amount of research in the area of incorporating physical objects or
devices and haptic feedback in virtual reality experiences, in the form of active haptics, passive
haptics, and dynamic passive haptics.

2.4.1 Active Haptics in Virtual Reality.Active haptics provide touch feedback using a variety of
actuation methods. Researchers in this area have spent a signi�cant amount of time and e�ort
customizing controllers for input in VR, such as grounded/ungrounded shape-changing surfaces [1,
61], electro-mechanical actuators [16, 60], pneumatically-actuated interfaces [19, 64], and devices
rendering touch and texture [8, 70]. These approaches o�er interaction techniques that realistically
simulate how people interact with physical objects in the real world. However, they rely on systems
that are complex [4] and limited to a small range of haptic experiences [43].

2.4.2 Passive Haptics in Virtual Reality.In contrast, passive haptics uses physical objects of di�erent
materials and building techniques as props in VR, relying on the fact that physical props are a
more feasible approach with natural feedback qualities [4, 39, 43]. Some authors have presented
interesting approaches with single-purpose passive props. Yan et al. [74] createdVR Grabbers, a
passive chopsticks-like VR controller for precise virtual object manipulation that functions upon
ungrounded haptic retargetingtechnique. Muender et al. [43] evaluated the e�ect of tangibles with
di�erent haptic �delities (uniform-shaped objects, LEGO-built �gures, and 3D-printed tangibles)
on immersion, performance, and intuitive interaction for a 3D scene created in VR. Chang et al.
[11] describedTASC, a system of tangible objects for spatial puzzle solving.

Since it is impractical to map each virtual object to a physical proxy, authors have directed
their work to developing multi-purpose or recon�gurable objects. In recent times, Arora et al. [4]
presentedVirtualBricks, a LEGO-based toolkit that enables construction of a variety of controllers
and props for VR. This toolkit was shown to be highly versatile through a rich set of applications,
including re-implementation of artifacts from past work [11, 39].HapTwist[77] is a low-priced
twistable passive device made of Rubik's Twist to create haptic proxies for distinct hand-graspable
VR objects, such as ping-pong paddle, steering wheel, machine gun, and �shing rod. Also, Cheng
et al. [12] developediTurk, a foldable and recon�gurable object to represent a suitcase, a fuse
cabinet, a railing, and a seat. Furthermore, Simeone et al. [59] explored the concept of Suzuki
et al.'sSubstitutional Reality[63] in VR by pairing pieces of physical furniture, with some degree of
discrepancy, to their virtual counterparts.

2.4.3 Dynamic Passive Haptics.Zenner and Kruger [75] constructedShifty, a weight-shifting
mechanism to enhance object perception in VR. The device consisted of an array of mechanical
actuators providing mixed active and passive haptic feedback. To reduce lack of generality of passive
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and active haptics devices, they introduced the concept ofdynamic passive haptic feedback�systems
that use actuators to change their passive haptic properties (size, shape, texture, weight, position,
etc.) without exerting noticeable active forces on people. Other work includes shape and/or weight
changing systems [39, 58, 62, 76], force-feedback systems for �ngers and hands [14, 15, 24, 38, 48,
49].

This large body of work presents many possible opportunities to provide the feeling of ma-
nipulating physical objects in VR. Our work builds on this work by focusing on determining a
vocabulary of how to leverage physical props to perform actions (i.e., gestures) in a VR system.
While we think our work could help inform the design of gestures that incorporate active haptics,
the scope of our work is currently limited to the use of props with passive haptics. Nonetheless,
our intention is to provide both a gesture set that could be used by this other work, and to inform
future elicitation studies that incorporate the use of physical props (or the feeling of them) when
performing a gesture.

3 METHODOLOGY

We designed a user study to investigate the following research questions:

(1) How would people use physical props to manipulate virtual objects?
(2) What gestures would people perform with physical props to complete CAD-like and open-

world referents in VR?
(3) What physical props would people choose to manipulate objects in VR?

Our study follows Wobbrock et al.'s elicitation method [71]. First, we present the e�ect of a referent
in VR being completed. Second, we ask participants to choose one or more props from a group of 95
(75 props and 21 LEGO bricks; Figure 3) randomly arranged and numbered on a grid. Third, we ask
participants to perform manipulative gestures with props that would complete the shown referent.

3.1 Selection of VR Referents

We aimed to select a rich and varied vocabulary of referents to ground our problem. We thus chose
referents via domains (i.e., CAD and open-world games) rather than aiming for a speci�c quantity.
�Rotate�, �scale�, and �zoom in�, found in past gesture-based user interfaces for CAD 3D modelling
[29, 34], were included. We expanded the vocabulary by adding other more-complex ones such
as �bend�, �bevel�, �extrude�, �colour�, and �twist�, typically found in AutoCAD or Blender. We
also used games as a source for inspiration, because current VR applications on the market are
overwhelmingly games, and including referents from that domain helps show that gestures with
props can be used in other contexts. We picked �open/close a door�, �turn on a light�, and �darken a
sky�, extracted from RecRoom and Job Simulator. While we provide labels for our referents, these

Fig. 2. Gesture elicitation study with props that follows a previous methodology [71]. A participant: a)
watches the completion of a referent, b) chooses a set of physical props, and c) and d) performs a gesture
with the chosen prop(s) that would complete the referent.
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were not shown to participants (they instead viewed a sample referent in a laptop). Our VR referents
are shown alongside the proposed gestures in Figure 5 and Figure 6.

3.2 Selection of Physical Props

An underlying intention of elicitation studies is to design gestures/systems based on end-users'
desires, rather than designers' intentions [42]. With gestures, the only limitations typically imposed
are those of the system (e.g., a touch surface [71]) or human ability. For props, we mimicked the lack
of designer imposition by having a large prop set, and wanted to make as few assumptions about
what was �relevant� to participants. We developed a vocabulary of props that covered dimensions
from sandtray therapy [25, 27], a form of therapy in which clients usefree association[36] with
physical objects arranged in categories (e.g., nature, tools, games, etc.) to create a narrative for a
therapist in a tray of sand. While we had no interest in participants engaging in therapy, we were
highly interested in allowing them to freely associate with the physical artifacts. We also took
inspiration from prior research [4, 39, 43, 69] to include phone-related items, armory, avatars, tools,
and o�ce supplies.

We added more depth to our vocabulary by including (1) objects with di�erent geometries (e.g.,
cube, plane, gears, tire), (2) objects with movable parts (e.g., mace, 3 DoF mechanism, glasses), (3)
common household objects (e.g., fork, key, lock, knife, toys), and (4) VR and gaming controllers.

We gave our participants some variety in materials, and the option to use existing controllers.
We used anEden260v3D printer to fabricate more than half of our props. 25 props were printed
with rigid material, and 25 props were printed with �exible material, for a total of 50 distinct props
fabricated with 3D printing technology. The next 8 props were LEGO-built assemblies (e.g., ghost,
plant, car), and the following 21 were spare bricks that would allow our participants to construct a
desired prop that was not available. We complemented the vocabulary with 13 retail-manufactured
objects and 3 handheld controllers from Vive, Oculus and Nintendo Switch. Our vocabulary had 95
props in total as we did not want to unnecessarily constrain participants with a limited number of
props nor to cognitively overwhelm them with a large number. Sandtray therapy suggests that 100
props are appropriate to avoid these extremes and inspire free association [36].

3.3 Participants

We recruited 21 participants, ages 19 to 32 (" = 25”4, (� = 3”70), 7 identi�ed as female and 14 as
male; each was paid $15. We assessed their skills and familiarity with VR and 3D printing using a �ve-
point Likert scale (1 = strongly disagree, 5 = strongly agree) on two criteria. 6 participants reported
never having used VR technologies. The remaining 15 reported they had used VR technology and
rated themselves on the following: �I am skilled at using VR technology� (" = 3”07, (� = 1”24). 12
participants reported never having used 3D printing equipment. The remaining 9 reported they
had operated 3D printers and rated themselves on the following: �I am skilled at operating 3D
printers� (" = 3”00, (� = 1”05).

3.4 Apparatus

Participants watched the execution of the referents using a Vive headset connected to an MSI
VR-ready laptop. We used a compact camera facing towards the participant's seat to record gestures,
and a GoPro camera attached to the ceiling to capture the selection process of the props for gesture
demonstration afterwards. The virtual objects were modelled in the Blender software and the
animation of the referents was created in the Unity 3D game engine.
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