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A multi-agent system (MAS) is a dynamic system that consists of a group of interacting agents distributed over a network. In the past decades, the study of distributed coordination of multi-agent systems has been widely attracted by many groups of researchers such as mathematicians, engineers, physicists, and others. This is partly due to various applications in many areas, including spacecraft formation flying, multiple robot coordination, flocking, consensus or synchronization, cooperative control of vehicle formations, etc. As one of the most important problems in distributed coordination, consensus means that a group of agents achieves an agreement on a common value by designing the control law which is based on the information received by interacting with neighbors. There are many consensus methods that have been studied in recent years. Some problems focused on seeking the consensus of continuous-time (CT) multi-agent systems or discrete-time (DT) multi-agent systems, the others considered consensus problems on hybrid systems which are dynamical systems involving the interaction of continuous and discrete dynamics. Most consensus algorithms have been proposed for the multi-agent systems, but most results of consensus analysis are on the situation that all agents are continuous-time or discrete-time dynamic behavior. There are, however, some practical problems that the discrete-time and continuous-time dynamic agents coexist and interact with each other at the same time. Thus, it is reasonable to study consensus problems in such hybrid multi-agent systems (HMASs).

Generally, the consensus protocols are designed to ensure that the states of all agents converge to a common value. However, up to date, in many practical problems, the states of agents may converge to prescribed ratios rather than a common value, such as compartmental mass-action systems, water distribution systems, and multiscale coordination control between spacecrafts and their simulating vehicles on ground. To deal with this problem, the scaled consensus problem has been introduced, where all agents will converge to the assigned proportions. Different from the standard consensus, where a group of agents seek to agree on a common quantity depending on the states of agents, scaled consensus implies that the state of each agent will approach prescribed ratios in the asymptote.

So this work aims to study the (scaled) consensus problems in hybrid multi-agent systems under fixed and switching topologies including linear and nonlinear dynamics. Furthermore, we study consensus problems with communication delays, external perturbations, finite-time (scaled) consensus problems and also apply to the random networks.
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Chapter 1

Introduction

1.1 Motivations

An agent is a computational mechanism like a computer program or a robot, which can interact with its neighbors or environment, and also adapt when its environment changes. During to the ability of adaptation and interaction, it is considered as an autonomous agent. An agent has appeared in several areas depending on the purpose of applications such as in medicine, military, agriculture, transportation and other areas (see e.g., in Figure 1.1).

Figure 1.1: An autonomous agent

1
A multi-agent system is a dynamical system consisting of a group of agents which can interact with each other or their environment (see e.g., Figure 1.2).

![Multi-agent systems](image)

**Figure 1.2: Muti-agent systems**

Over the past decades, multi-agent systems have been broadly studied due to its wide applications, such as in 1980s and 1990s, many scientists, especially in computer science, have actively studied in multi-agent systems, typically referred to software agents. Moreover, multi-agent systems can be applied to artificial intelligence. Since most problems can be simplified by dividing into subproblems, so it is important to study how all agents work together as a team to reach the goal. In particular, Weiss (1999, [110]) replaced the single agents by the multi-agent systems as the computing paradigm in artificial intelligence.
Furthermore, in robotic society, multi-agent systems are referred to multi-robot systems (as the agents can be robots), and have been extensively studied since the early 1990s. For example, Sugihara and Suzuki (1990, [92]) studied the distributed motion coordination of multiple robots (see e.g., Figure 1.3).

![Multi-robots](image1)

**Figure 1.3:** Multi-robots

In the recent years, many research topics in multi-agent systems have been actively studied, such as consensus or agreement problems (2007, [73]), flocking (2006, [72]), formation control (2009, [117]), coverage control (2004, [16]), containment control (2011, [10]), distributed estimation (2008, [126]), and others (see e.g., Figure 1.4).

![Formation control](image2)

**Figure 1.4:** Formation control
In mathematics, a hybrid multi-agent system can be represented as a communication network or directed graph [78], where all agents are regarded as the nodes and the interaction between two agents has been represented by the edge in a graph. This implies that $(v_i, v_j) \in E$ corresponds to an available information link from agent $i$ to agent $j$. Besides, each agent updates its current state based on the information received from its neighbours (see e.g., Figure 1.5).

![A communication network of a multi-agent system](image)

**Figure 1.5:** A communication network of a multi-agent system

As one of the most fundamental and important research topics in multi-agent coordination, consensus algorithms have received significant attention. The objective of consensus algorithm is to design an appropriate control input based on the local information that enables all agents to reach an agreement on some common features, which can be velocities, positions, attitudes, and many other quantities. The original work of consensus problems was proposed by Degroot (1974, [18]). In the recent years, many consensus algorithms were proposed based on the dynamic model of agents. In 1995, for example, Vicsek et al [98] presented the discrete time model of agents moving with the same speed and proved by simulation that all agents can move to one direction. In 2003, Jadabalaie et al [40] used the nearest neighbor rules for proving the model of Vicsek in [98]. Moreover, Wang et al (2007, [116]) proposed the new method for solving consensus problem in discrete time multi-agent systems with time-delays, more results about consensus seeking in discrete time multi-agent systems can be seen in ([55], [6]) and references therein.

For continuous time dynamic agents, many consensus algorithms have been proposed, such as in 2004, Olfati-Saber and Murray [74] showed the consensus results of continuous...
time dynamic agents with switching topology and time-delays. In addition, Ren and Beard (2005, [80]) also studied the consensus in continuous time multi-agent systems and used some concepts from graph theory and matrix theory to extend the results in [74], which gave more relaxation conditions than the previous works. More results about consensus seeking in continuous time multi-agent systems can be seen in ([122], [79]) and references therein. Inspired by the result of Halloy et al ([32], 2007) who studied a group decision-

![Figure 1.6: Group decision-making between robots and cockroaches [32]](image)

making between animals and autonomous robots by proving that the group of autonomous robots mixed with cockroaches can share shelter together under some conditions (see e.g., Figure 1.6). Hence, it is reasonable to study consensus problems in the dynamical systems involving the interaction of continuous-time and discrete-time dynamics, which is typically called as the hybrid systems (Antsaklis(2000), [4]). In particular, the study of consensus problems under switching topologies have been actively attracted by many researchers, such as in 2008, Sun et al [95] showed the average consensus results of dynamic agents with switching topologies and time-varying delays. Moreover, Zheng and Wang (2015, [133]) studied the consensus of switched multi-agent systems. See more results for consensus seeking of switched multi-agent systems in ([137], [124]) and extensive references.

According to the above discussion, most consensus problems have been studied only when all the agents are discrete-time or continuous-time dynamic behaviours. As a result, Zheng et al (2017, [132]) introduced the consensus problems of hybrid multi-agent systems (HMASs), where the continuous-time and discrete-time dynamic agents coexist and interact with each other. This system has actively been studied by many groups of researchers, such as, Zheng et al [134] who extended the consensus results of [132] into
the second order case in 2019. Furthermore, the consensus problems of hybrid multi-agent systems with heterogeneous dynamics have been studied by Zhao et al [131] in 2020. See more results about consensus problems in hybrid multi-agent systems in [67, 105, 87, 37] and references therein.

However, in some real multi-agent systems, a state of agents may encounter some abrupt changes (or agents exchange information to their neighbors instantaneously) at a certain time moments and cannot be considered continuously, which the continuous-time consensus algorithms cannot be applied. To deal with this problem, impulsive consensus protocols have been introduced. The primary idea of the impulsive consensus method is based on the strategy of impulsive control which is to change the state instantaneously at certain instants, so it can reduce control cost and the amount of transmitted information dramatically. Furthermore, impulsive control can deal with systems that cannot be controlled by the continuous control methods or impossible to provide continuous control inputs. For example, consider a multi-agent system where each agent represents a deep-space spacecraft. A consensus problem is to design a control law that allows all spacecrafts reach an agreement upon certain quantity of interests, such as velocity, position, and direction. If each spacecraft has only limited fuel supply, it cannot leave its engine on and exchange information with the others continuously. Hence, it is more practical for the spacecrafts to communicate with their neighbors once in a while at discrete moments which can be modeled by impulsive consensus protocols. Consequently, impulsive consensus protocols have been rapidly developed lately (see, e.g., [42, 26, 130, 127, 129, 65, 66, 68, 24, 107, 114, 115]).

The aforementioned works primarily focus on complete consensus problems, that is, the consensus protocols are designed to ensure that the states of all agents converge to a common value. However, up to date, in many practical problems, the states of agents may converge to prescribed ratios rather than a common value, such as compartmental mass-action systems [30], water distribution systems, and multiscale coordination control between spacecrafts and their simulating vehicles on ground [28, 58]. In order to deal with this problem Roy (2015, [81]) introduced a new type of consensus called "scaled consensus". Different from the standard consensus that a group of agents seek to agree on a common quantity depending on the states of agents, scaled consensus implies that the state of each agent will converge to prescribed ratios in the asymptote.

In the recent years, scaled consensus problems have been attracted by many researchers, for instance, scaled consensus problem of multi-agent systems under fixed and strongly connected topology have been studied by Roy [81] in 2015. In 2017, Ebrahimkhani et al [20] applied the idea of [81] to the descriptor multi-agent systems. Moreover, since time-delay cannot be avoided in some real applications, some people extended scaled consensus to the delayed multi-agent systems, such as Aghoblagh et al (2015, [1]), Aghoblagh et al
On the other hand, scaled consensus problems have been broadly investigated in switching networks. For example, Meng and Jia (2016, [69]), Shang (2019, [86]), Chen et al (2020, [11]), and Li et al (2020, [48]). Furthermore, scaled consensus problems have been extended to heterogeneous systems by Liu et al (2016, [61]), and to the multiple non-identical linear autonomous agents by Cheng-Liu and Liu in 2017 [62] and other problems (see, e.g., [83, 85, 128, 34, 35, 44, 53, 52]).

In the actual network, it can be seen that each agent receiving information from its neighbors may have time delays induced by the distance among them, and sometimes has self-delay obtained by processing its information. These delays will lead in general to a reduction of the performance or instability of the system. Therefore, investigating the time-delay problem of the multi-agent system comes to be important (see e.g., [108, 121, 66, 63, 65]).

In some practical applications, it is important to drive the multi-agent systems (MASs) to a desirable state as soon as possible. Therefore, the convergence rate is an important indicator in the design of protocols. It is often required that the eventual consensus is reached in a finite time, whether or not this depends on the initial configuration of the system. Hence, the finite-time consensus problems have been actively studied in hybrid systems, specifically, the switched system that consists of continuous-time and discrete-time subsystems. For example, Jiang and Wang (2009, [41]) proved that the multi-agent system under nonlinear interaction can reach the consensus state in finite time. Lin, Yu and Chen (2016, [64]) proposed switching protocols to solve the finite-time consensus of multi-agent systems. Besides, in 2017, Lin and Zheng [56] proposed the finite-time consensus protocol to guarantee reaching consensus of switched multi-agent systems in finite time and also studied fixed-time consensus problems of switched multi-agent systems. See more works about finite-time consensus problems in MASs in [118, 119, 13, 94].

It is motivated by above discussion, this thesis aims to investigate some problems in HMASs under such as (scaled) consensus problems and finite-time (scaled) consensus problems, see the contributions of the thesis in the next section.
1.2 Contribution of the thesis

The main contributions of this thesis are summarized as follows:

1. The considered hybrid multi-agent system is quite general as the system consists of a group of continuous-time discrete-time dynamics agents that can interact with each other which can be utilized to model the practical networking agent systems. Furthermore, it can be seen that if there is no continuous (or discrete) time dynamic agents, the system is a discrete (or continuous) system. Moreover, we also investigate the (scaled) consensus problems of nonlinear (hybrid) multi-agent systems.

2. According to above discussion, the consensus results are guaranteed only on the situation that the interactions among agents occur at the sampling times \( t_k \) \[132\], but in real applications the communications among continuous-time dynamic agents can happen in real time. To deal with this problem, we introduce the impulsive consensus protocols and show that the system reaches consensus under appropriate conditions.

3. Since time-delay and external perturbations cannot be avoidable in some practical problems and the communication delays have not been studied in hybrid multi-agent system yet, so the consensus problems of hybrid multi-agent system with communication delays and impulsive delays have been studied. In addition, scaled consensus problems of multi-agent systems with external perturbation are also investigated.

4. Compared with the usual consensus problems focus on reaching an agreement on a common quantity, the scaled consensus problem means that the state of each agent will converge to a prescribed ratio in the asymptote, which implies the generalization of consensus. In addition, by selecting appropriate scalar scales, the scaled consensus problem can solve the group consensus problems, bipartite consensus problems, etc.

5. As mentioned above, an impulsive control method is a powerful control method, in particular, when an agent exchanges information instantaneously and cannot be considered continuously. To the best of our knowledge and from the previous works \[81, 20, 1, 2, 84, 21, 123, 69, 86, 11, 48, 61, 62, 83, 85, 128, 34, 35, 44\], the impulsive control has not been studied on scaled consensus problems yet. This work aims to investigate scaled consensus problems by using the impulsive consensus protocols.
6. Inspired by the above discussion and aforementioned works [118, 119, 13, 94, 64, 56], this work also studies the finite-time scaled consensus problems of hybrid multi-agent systems via impulsive control and multi-agent systems with impulsive perturbations, respectively.

7. The communication among agents may change over the time because of link or node failure, package drops etc, which can happen randomly and cannot avoid in some practical problems. Hence, in this work, we extend the scaled consensus ideas to the hybrid multi-agent systems over random networks.

1.3 Thesis Organization

The organization of this thesis is summarized as follows.

In Chapter 1, the introduction of this thesis is given. Chapter 2 introduces the notations, the mathematical background information of algebraic graph theory, matrix theory and the Kronecker product, hybrid multi-agent systems, and consensus problems. Moreover, the stabilization, Razumikhin techniques, impulsive mechanism, some useful definitions, lemmas, and properties are also provided in this chapter.

In Chapter 3, consensus problems of hybrid multi-agent systems including with the nonlinear and linear dynamics have been investigated. Moreover, the consensus of hybrid multi-agent systems with and without communication delays have also been studied.

In Chapter 4, we study scaled consensus problems of hybrid multi-agent systems with and without communication delays, scaled consensus problems of multi-agent systems under fixed and switched topologies via impulsive protocols and also for the systems with external perturbations.

In Chapter 5, the finite-time consensus and finite-time scaled consensus problems of hybrid multi-agent systems have been studied, respectively. Moreover, the finite-time scaled consensus of multi-agent systems with impulsive perturbations have also been studied in this chapter.

In Chapter 6, we apply the ideas of scaled consensus problems into the hybrid multi-agent systems over random networks.

In Chapter 7, we summarize the results and also discuss some future research directions along the line of this thesis.
Chapter 2

Background

This chapter establishes the basic knowledge and notations to understand the thesis. Consensus is usually studied through graph theoretical methods and matrix theory. Hence, a short summary on the subjects are presented as follows.

2.1 Notations

Throughout the thesis, we denote by $\mathbb{R}$ the real number set, $\mathbb{N}$ the positive integer set, $\mathbb{R}^n$ the $n-$ dimensional real vector space. For a given vector $y = [y_1, y_2, \ldots, y_n] \in \mathbb{R}^n$, $y^T$ denotes its transpose. A vector is non-negative if all its elements are non-negative. The Euclidean norm (also called the vector magnitude, Euclidean length, or 2-norm) of a vector $y$ with $n$ elements is defined by $\|y\| = \sqrt{\sum_{i=1}^{n} y_i^2}$. The $1_n$ and $0_n$ are the column vector with all entries are equal to one and zero, respectively. $I_n$ is an $n-$dimensional identity matrix and the diagonal matrix with diagonal elements being $a_1, a_2, \ldots, a_n$ is denoted by $\text{diag}\{a_1, a_2, \ldots, a_n\}$.

Furthermore, $\mathbb{R}^{n \times n}$ stands for the set of $n \times n$ matrix, for the matrix $B = [b_{ij}]_{n \times n} \in \mathbb{R}^{n \times n}$, $B^T$ and $B^{-1}$ denote its transpose and inverse of the matrix $B$, respectively. The spectral norm of $B$ is defined by $\|B\| = \sqrt{\lambda_{\text{max}}(BB^T)}$. A matrix $B = [b_{ij}]_{n \times n}$ is said to be non-negative, denoted by $B \geq 0$, if all its entries are non-negative. If $B > 0$, then $B$ is symmetric positive definite, i.e., $x^T B x > 0$, for all $x \in \mathbb{R}^n, x \neq 0$. The notation $\otimes$ denotes the Kronecker product.
2.2 Algebraic Graph Theory

Generally, the consensus problem is strongly related to graph theory and use intensely graph theoretical methods for description and analysis of networks (e.g., [74, 80, 73]). Hence, some basic notions of the subject are presented based on the quoted works and specialized books as [15, 39] in this section. The following definitions are modified for the purpose of this thesis from the standard notions of graph theory.

Definition 2.2.1. A directed graph (or digraph) with \( n \) nodes is denoted by \( G = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \), where

- \( \mathcal{V} = \{v_1, v_2, ..., v_n\} \) is a set of vertices,
- \( \mathcal{E} = \{e_{ij} = (v_i, v_j)\} \subseteq \mathcal{V} \times \mathcal{V} \) is a set of edges, and
- \( \mathcal{A} = [a_{ij}]_{n \times n} \) is a weighted adjacency matrix.

Note that in a directed graph, all edges have unique direction and each edge is described as an ordered pair of vertices \( (v_i, v_j) \) representing an edge that starts at vertex \( i \) and terminates at vertex \( j \), and there is one-way adjacency between the ordered pairs (see Figure 2.1 for the example of a directed graph).

![Figure 2.1: A directed graph \( G \) with 6 vertices](image)
On the other hands, an undirected graph is described to be a graph with collection of vertices connected in a way where all the edges are bidirectional, and there is no orientation. In other words, if we consider the ordered pair \((v_i, v_j)\) is the same as \((v_j, v_i)\). Figure 2.2 shows the example of the undirected graph.

![Undirected Graph](image)

**Figure 2.2**: An undirected graph with 6 vertices

In the context of this thesis, the nodes correspond to agents, and the information flow from agent \(i\) to \(j\) is represented by the edge of a communication network denoted by \(e_{ij}\) or \((v_i, v_j)\). Moreover, in this thesis we do not consider information flow from an agent to itself and assume that underlying information graph is simple.

**Definition 2.2.2.** The in-degree of node \(v_i\) denoted by \(deg_{in}(v_i)\) is defined as the number of edges which are coming into \(v_i\) and the out-degree of \(v_i\) denoted by \(deg_{out}(v_i)\) is the number of its outgoing edges.

**Definition 2.2.3.** A graph is said to be balanced if the out-degree and in-degree of each node are equal i.e., \(deg_{in}(v_i) = deg_{out}(v_i)\), for all \(v_i \in V\).

**Definition 2.2.4.** The set of all neighbors of a node \(v_i \in V\) in a directed graph \(G\) is denoted by \(N_i = \{ j : (v_i, v_j) \in E \}\).

**Definition 2.2.5.** A directed path of \(G\) is a sequence of edges \((v_1, v_2), (v_2, v_3), (v_3, v_4), \ldots\) in a digraph \(G\).

**Definition 2.2.6.** A digraph \(G\) is said to be strongly connected if there is a directed path connecting any two arbitrary nodes in \(G\).
Definition 2.2.7. A directed tree is a digraph such that there is only one root (that is, no edge points to this vertex) in it, and every vertex except the root has exactly one parent. Moreover, if a directed tree connects all the vertices of a graph $\mathcal{G}$, it is called as a directed spanning tree. Obviously, a graph may have more than one spanning tree (Figure 2.3 shows an example of a spanning tree of a digraph $\mathcal{G}$ in Figure 2.1).

![Figure 2.3: A spanning tree of $\mathcal{G}$ in Figure 2.1](image)

Furthermore, an undirected tree is the undirected graph where all the nodes can be connected by the way of a single undirected path. A directed tree is defined as spanning when it connects all the nodes in the graph and a graph is said to have or contain a directed spanning tree if a subset of the edges forms a directed spanning tree. This is equivalent to saying that the graph has at least one node with directed paths to all other nodes. For undirected graphs, the existence of a directed spanning tree is equivalent to being connected. However, in directed graphs, the existence of a directed spanning tree is a weaker condition than being strongly connected. A strongly connected graph contains at least one directed spanning tree.
Associated with the communication graph is its **adjacency matrix** denoted by $A = [a_{ij}]_{n \times n}$, where the element $a_{ij}$ denotes the connection between the agent $i$ and agent $j$. As mentioned earlier, in our work graph is simple (there is no self-loops) and therefore $a_{ii} = 0$. Thus, for $i \neq j$,

$$a_{ij} = \begin{cases} 
1, & \text{if } (v_i, v_j) \in \mathcal{E} \\
0, & \text{otherwise.}
\end{cases}$$

It can be seen that the structure of a weighted graph can be represented by adjacency matrix. Hence, one can study, using algebraic graph theory, all the properties of a graph by only looking at its associated adjacency matrix. Two of these properties are weighted in-degree and out-degree of node $v_i$ that are defined respectively as follows

$$\text{deg}_{\text{in}}(v_i) = \sum_{i=1}^{n} a_{ji}$$

and

$$\text{deg}_{\text{out}}(v_i) = \sum_{i=1}^{n} a_{ij}.$$  

Additionally, if the adjacency matrix of a graph is symmetric, then the graph is undirected. Another matrix that we may assign to a weighted graph is **Laplacian matrix** and it is one of the most important matrices in studying of multi-agent systems. It is denoted by $L = D - A$, where $D$ denotes diagonal weighted out-degree matrix defined by $D = [d_{ij}]_{n \times n}$, where

$$d_{ij} = \begin{cases} 
\text{deg}_{\text{out}}(i), & \text{if } i = j \\
0, & \text{otherwise.}
\end{cases}$$
For example, consider the undirected graph $\mathcal{G}$ with 6 vertices as shown in Figure 2.4. Then, the degree matrix of $\mathcal{G}$ can be demonstrated as follows:

![An undirected graph $\mathcal{G}$ with 6 vertices](image)

Figure 2.4: An undirected graph $\mathcal{G}$ with 6 vertices

$$
D = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 \
\end{bmatrix}
$$
Hence, the Laplacian matrix of $G$ can be calculated as follows:

$$L = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 & 0 \\ 0 & 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 0 & 2 \end{bmatrix} - \begin{bmatrix} 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & -1 \\ 0 & 3 & -1 & -1 & -1 \\ 0 & -1 & 3 & -1 & 0 \\ 0 & -1 & -1 & 3 & 0 \\ -1 & -1 & 0 & 0 & 2 \end{bmatrix}$$

The following properties are some characteristics of the Laplacian matrix for undirected connected graph $G$ that are applicable to the multi-agent systems obtained from [113]:

- $L$ is a symmetric matrix.
- $L$ consists of $n$ non-negative, real-valued eigenvalues ($0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$), where the minimum eigenvalue is zero.
- Row sum of the Laplacian matrix for each row is equal to zero i.e., $L\mathbf{1}_n = 0$ with a vector $\mathbf{1}_n = (1, \ldots, 1)^T$. In addition, since $G$ is undirected and connected, the column sum of the Laplacian matrix for each column is equal to zero i.e., $\mathbf{1}_n^T L = 0$, where $\mathbf{1}_n = (1, \ldots, 1)^T$.

### 2.3 Matrix Theory

In this section, some mathematical notations and basic definitions from matrix theory that will be used in the remainder of this thesis are provided. The main references in this section are [39, 60].

#### 2.3.1 Stochastic Matrix

For the set of nonnegative matrices, we define an order as follows:

- The matrix $A = [a_{ij}]$ is said to be a non-negative matrix if all the elements of $A$ are equal to or greater than zero i.e., $a_{ij} \geq 0$ for all $i, j$. 
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• If A and B are non-negative matrices, then $A \geq B$ implies $A - B$ is a nonnegative matrix.

• A is a stochastic matrix if A is non-negative and all its row sums are equal to one.

• A stochastic matrix P is called indecomposable and aperiodic (SIA) if there exists a column vector y such that $\lim_{k \to \infty} P^k = 1_n y^T$, where $1_n = (1, 1, ..., 1)^T$ is an $n \times 1$ vector.

The following results are interesting lemmas corresponding to the Stochastic matrix and the SIA matrix that will be used in this thesis.

Lemma 2.3.1. [80] Let $A = [a_{ij}]_{n \times n}$ be a stochastic matrix. If A has an eigenvalue $\lambda = 1$ with algebraic multiplicity equal to one, and all the other eigenvalues satisfy $|\lambda| < 1$, then A is SIA, that is,

$$\lim_{k \to \infty} A^k = 1_n y^T,$$

where $y$ satisfies $A^T y = y$ and $1_n^T y = 1$. Furthermore, each element of $y$ is non-negative.

Lemma 2.3.2. [132] Let $H = \text{diag}\{h_1, h_2, ..., h_n\}$ and $0 < h_i < \frac{1}{\max_i}$, $i \in \mathcal{I}_n$. Then,

$$I_n - HL \text{ is SIA, i.e., } \lim_{k \to \infty} [I_n - HL]^k = 1_n y^T$$

if and only if graph $\mathcal{G}$ has a spanning tree. Furthermore, $[I_n - HL]^T y = y$, $1_n^T y = 1$ where each element of $y$ is non-negative.

2.3.2 Kronecker product

The Kronecker product is an operation performed on two matrices or vectors with a random size in which results in a block matrix. This operation is denoted with symbol $\otimes$. For example, let $A = [a_{ij}] \in \mathbb{R}^{m \times n}$ and $B = [b_{ij}] \in \mathbb{R}^{p \times q}$. Then, the Kronecker product of A and B denoted by $A \otimes B$ is defined as follows [91]:

$$
\begin{bmatrix}
    a_{11}B & a_{12}B & \cdots & a_{1n}B \\
    a_{21}B & a_{22}B & \cdots & a_{2n}B \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1}B & a_{m2}B & \cdots & a_{mn}B
\end{bmatrix}
$$

(2.1)

Let $A = [a_{ij}] \in \mathbb{R}^{m \times n}$, $B = [b_{ij}] \in \mathbb{R}^{p \times q}$, $C = [c_{ij}] \in \mathbb{R}^{n \times k}$ and $D = [d_{ij}] \in \mathbb{R}^{q \times r}$, some important properties of the Kronecker product used in this thesis are as follows [39].
\[ A \otimes (B + C) = A \otimes B + A \otimes C \]

\[ (A + B) \otimes C = A \otimes C + B \otimes C \]

\[ (\beta A) \otimes B = A \otimes (\beta B) = \beta A \otimes B \]

\[ (A \otimes B) \otimes C = A \otimes (B \otimes C) \]

\[ (A \otimes B)^T = A^T \otimes B^T \]

\[ (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \]

\[ (A \otimes B) \otimes (C \otimes D) = AC \otimes BD \]

\[ \text{If } A \text{ and } B \text{ are (semi-)positive definite, then } A \otimes B \text{ is also (semi-)positive definite.} \]

### 2.4 Multi-agent systems

In this section the correlation between algebraic graph theory and cooperative control of multi-agent is presented. To introduce hybrid multi-agent systems we first need to define agents.

**Definition 2.4.1.** An agent is a dynamical system with a state vector which evolves through time based on its past value and a control input vector. Here, the state of the agents is not dependent on any other agent, but control input is a function of the agent and some other agents state vectors.

**Definition 2.4.2.** A multi-agent system is a set of agents that exchange information and collaborate to each other based on a common control strategy to achieve a goal as a single entity which cannot be done by each agent alone.

As mentioned in the previous chapter, multi-agent systems have been attractively studied in the recent years because of various applications in many areas (see [92, 16, 72, 73, 126, 10]). If the communication among agents allows continuous information sharing, the system could be modelled as a continuous-time multi-agent system and the dynamics of each agent can be described as follows[80]:

\[ \dot{x}_i(t) = u_i(t), \quad (2.2) \]
on the other hand, if the communication among agents allows discrete-time information sharing, the system could be modelled as a discrete-time multi-agent system and the dynamics of each agent can be described as follows:[80]:

\[ x_i(k + 1) = x_i(k) + u_i(k), \quad k \in \mathbb{N}, \quad (2.3) \]

where \( x_i(t) \in \mathbb{R} \) and \( u_i(t) \in \mathbb{R} \) are the state and control input of agent \( i \) at time \( t \), respectively.

Next, we introduce the formal definition of hybrid multi-agent systems based on the continuous-time and discrete-time dynamics agents as follows.

**Definition 2.4.3.** A hybrid multi-agent system is a set of agents consisting of continuous-time dynamics agents and discrete-time dynamics agents that can exchange information and collaborate to each other based on a control strategy to achieve a goal.

## 2.5 Consensus problem

According to the previous section, one of the most attractive problems in multi-agent systems is consensus that aims to design distributed control protocols to drive a group of agents to achieve agreement on states, such as position and velocity[80]. Next, some important definitions from [80] that are the key to understand consensus algorithm are introduced.

**Definition 2.5.1.** (Distributed Control Protocols [80]):
The control given by \( u_i = g_i(x_{i1}, x_{i2}, \ldots, x_{im_i}) \) for some function \( g_i(\cdot) \) is said to be distributed if \( m_i < N \) for all \( i \), that is, the control input of each node depends on some proper subset of all the nodes. It is said to be a protocol with topology \( \mathcal{G} \) if \( u_i = g_i(x_i, x_j | j \in N_i) \), that is, each node can obtain information about the state only of itself and its neighbors in \( N_i \).

**Definition 2.5.2.** (Consensus Problem [80]): Find a distributed control protocol that drives all states to the common value, that is, \( x_i = x_j, \forall i, j \): this value is called consensus value.

**Definition 2.5.3.** The protocol \( u_i \) is said to solve the consensus problem if for any initial conditions,

\[ \lim_{t \to \infty} \| x_i(t) - x_j(t) \| = 0, \quad \text{for all} \quad i, j. \]

In the recent years, many consensus algorithms were proposed to solve the consensus problems based on the dynamic model of agents [40, 116, 55, 6].
2.6 Useful Definitions Lemmas and Properties

In this section, we introduce some useful definitions, Lemmas and properties that are used in this thesis.

Definition 2.6.1. [26] (Mirror Graphs) Let $G = (V, E, A)$ be a weighted digraph and $\bar{E}$ be the set of reverse edges of $G$ obtained by reversing the order of nodes of all the pair in $E$. The mirror of $G$ is denoted by $\hat{G} = (V, \bar{E}, \hat{A})$ with the same set of nodes as $G$, the set of edges $\hat{E} = E \cup \bar{E}$, and the symmetric adjacency matrix $\hat{A} = [\hat{a}_{ij}]_{n \times n}$ with elements
\[
\hat{a}_{ij} = \hat{a}_{ji} = \frac{a_{ij} + a_{ji}}{2} \geq 0.
\]

Definition 2.6.2. [15] Let $G$ be an undirected graph with the Laplacian matrix $L$, the algebraic connectivity is defined as
\[
\lambda_2(L) = \min_{x \neq 0, 1^T x = 0} \frac{x^T L x}{x^T x},
\]
where $\lambda_2(L)$ is the second smallest eigenvalue of $L$.

Definition 2.6.3. [23] Let $A$ be a Hermitian positive definite matrix of size $n$. For $n$ nonzero vectors $p_1, \ldots, p_m \in \mathbb{R}^n$, if
\[
< A p_i, p_j > = 0, \quad i \neq j, \quad i, j = 1, 2, \ldots, m,
\]
then $p_1, \ldots, p_m$ is called $A$-conjugate, where $< \cdot, \cdot >$ denote the vector inner product.

Proposition 1. [82] Let $G = (V, E, A)$ be a digraph with an adjacency matrix $A = [a_{ij}]$ satisfying $a_{ii} = 0$, $\forall i$. Then, all the following statements are equivalent:

i) $G$ is balanced,

ii) $1^T L = 0$, and

iii) $\sum_{i=1}^n u_i = 0$, $\forall x \in \mathbb{R}^n$ with $u = -L x$.

Lemma 2.6.1. [74] Let $L$ be the Laplacian matrix of a directed graph $G$ and $\hat{G}$ be the mirror graph of $G$. Then
\[
\hat{L} = Sym(L) = \frac{1}{2}(L + L^T)
\]
is a valid Laplacian matrix for $\hat{G}$ if and only if $G$ is balanced.

Next, lemmas regarding the properties of the Laplacian matrix and having a spanning tree of a network play an important role in the analysis of consensus of multi-agent systems:
Lemma 2.6.2. [79] Given a directed graph $G$ with Laplacian Matrix $L$, $L$ has at least one zero eigenvalue with an associated eigenvector $1_n$, and all the nonzero eigenvalues are in the open right half plane. Furthermore, $L$ has exactly one zero eigenvalue if and only if the $G$ contains a directed spanning tree.

Lemma 2.6.3. [111] Let $P_1, P_2, \ldots, P_n$ be a finite set of SIA matrices with the property that, for each sequence $P_{i_1}, P_{i_2}, \ldots, P_{i_k}$ of positive length, the matrix product $P_{i_1} \cdot P_{i_2} \cdots P_{i_k}$ is SIA. Then, for each infinite sequence $P_{i_1}, P_{i_2}, \ldots, P_{i_k}, \ldots$, there exists a column vector $y$ such that $\lim_{k \to \infty} P_{i_k} \cdot P_{i_{k-1}} \cdots P_{i_1} = 1_n y^T$.

Lemma 2.6.4. [40] Let $G$ be a digraph and $G_{i_1}, G_{i_2}, \ldots, G_{i_k}$ be directed graphs. If $\bigcup_{j=1}^{k} G_{i_j} \subset G$ has a spanning tree, then the matrix product $P_{i_k} \cdot P_{i_{k-1}} \cdots P_{i_1}$ is SIA, where $P_{ij}$ is a stochastic matrix corresponding to each directed graph $G_{ij}$.

Lemma 2.6.5. [40] Let $\mathcal{G}$ be a set of all possible interaction graphs for the multi-agent networks based on the impulsive system. If $\bigcup_{i=1}^{k} G_{ij} \subset \mathcal{G}$ has a spanning tree and $P_{ti}$ is a stochastic matrix corresponding to each directed graph $G_{ti}$, then the matrix product $e^{P_{ik} \Delta t_k} \cdot e^{P_{i_{k-1}} \Delta t_{k-1}} \cdots e^{P_{i_1} \Delta t_1}$ is SIA, where $\Delta t_i > 0$ are bounded.

Lemma 2.6.6. [80] A stochastic matrix has algebraic multiplicity equal to one for eigenvalue $\lambda = 1$ if and only if the graph associated with matrix has a spanning tree. Furthermore, a stochastic matrix with positive diagonal elements has the property that $|\lambda| < 1$ for every eigenvalue not equal to one.

Lemma 2.6.7. [80] Let $A = [a_{ij}]_{n \times n}$ be a stochastic matrix. If $A$ has an eigenvalue $\lambda = 1$ with algebraic multiplicity equal to one, and all the other eigenvalues satisfy $|\lambda| < 1$, then $A$ is SIA, that is, $\lim_{k \to \infty} A^k = 1_n y^T$, where $y$ is nonnegative and satisfies $A^T y = y$, $1_n^T y = 1$.

Lemma 2.6.8. [41] Suppose function $\phi : \mathbb{R}^2 \to \mathbb{R}$ satisfies $\phi(x_i, x_j) = -\phi(x_j, x_i)$, $i, j \in I_N, i \neq j$. Then, for any undirected graph $G$ and a set of numbers $y_1, y_2, \ldots, y_N$,

$$\sum_{i=1}^{N} \sum_{j \in N_i} a_{ij} y_i \phi(x_j, x_i) = -\frac{1}{2} \sum_{(v_i, v_j) \in \mathcal{E}} a_{ij} (y_{ij} - y_{ji}) \phi(x_j, x_i).$$

Lemma 2.6.9. [49] For $x_i \in \mathbb{R}, i = 1, 2, \ldots, n$, $0 < p \leq 1$, then

$$\left( \sum_{i=1}^{n} |x_i|^p \right)^{p} \leq \sum_{i=1}^{n} |x_i|^p \leq n^{1-p} \left( \sum_{i=1}^{n} |x_i| \right)^p.$$
Lemma 2.6.10. [72] For a connected undirected graph $G$, the Laplacian matrix $L$ of $G$ has the following properties.

1. For any $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$,
   \[
   x^T L x = \frac{1}{2} \sum_{i,j=1}^{n} a_{ij} (x_j - x_i)^2 = \frac{1}{2} \sum_{i=1}^{n} \sum_{j \in N_i} a_{ij} (x_j - x_i)^2;
   \]

2. 0 is a simple eigenvalue of $L$ and $1_n$ is the associated eigenvector;

3. If the eigenvalues of $L$ are denoted by $0 \leq \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$, then the second smallest eigenvalue $\lambda_2 > 0$. Furthermore, if $1_n^T x = 0$, then $x^T L x \geq \lambda_2 x^T x$.

Lemma 2.6.11. [135] Let $L$ be the Laplacian matrix of a connected undirected graph $G$ with $N$ vertices and $0 \leq \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N$ be the eigenvalues of $L$. Then,

1. the eigenvalues of $L^2$ are $0 \leq \lambda_1^2 < \lambda_2^2 \leq \cdots \leq \lambda_N^2$;
2. if $\eta \geq 1$, then $L^2 \leq \eta \lambda_N L$.

Lemma 2.6.12. [73] Consider a network of agents $x_i(k+1) = x_i(k) + u_i(k)$ with topology $G$ applying the distributed consensus algorithm

\[
   x_i(k+1) = x_i(k) + h \sum_{j=1}^{n} a_{ij} [x_j(k) - x_i(k)],
\]

where $0 < h < 1/\Delta$ and $\Delta$ is the maximum degree of the network.

Let $G$ be a strongly connected digraph. Then,

(i) a consensus is asymptotically reached for all initial states;
(ii) the group decision value is $\bar{x} = \sum_i w_i x_i(0)$, where $\sum_i w_i = 1$;
(iii) if the digraph is balanced, an average-consensus is asymptotically reached and $\bar{x} = \frac{1}{n} \sum_i x_i(0)$.

Lemma 2.6.13. [5] Let $A$ be a Hermitian positive definite matrix of size $n$. Then the conjugate gradient algorithm finds the solution of $Ax = b$ within $n$ iterations in the absence of roundoff errors.

Lemma 2.6.14. [15, 74] Let $L$ be the Laplacian of an undirected graph $G$ with $N$ vertices, $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$ be the eigenvalues of $L$. Then

1. 0 is an eigenvalue of $L$ and $1_N$ is the associate eigenvector, that is, $L 1_N = 0$;
2. If $G$ is connected, then $\lambda_1 = 0$ is the algebraically simple eigenvalue of $L$ and
3. If $0$ is the simple eigenvalue of $L$, then it is an $n$–multiplicity eigenvalue of $L \otimes I_n$ and the corresponding eigenvalues are $1_N \otimes e_i$, $i = 1, 2, \ldots, n$. 
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2.7 Stabilization

As one of the most crucial issues in dynamical system analysis, stability of solutions of the dynamical systems has been widely studied in the dynamic systems and control community (see, e.g., [31, 9, 71, 100, 102, 29, 101, 76]).

Generally, solving consensus problem in multi-agent systems, we can always transform the network models into the equivalent consensus error system, then study the asymptotic stability of the trivial state of the error system. It has been shown that the Lyapunov’s stability method can be extended to analyze the stability of dynamical systems by employing a positive definite function $V(t)$. Thus, the consensus problem of hybrid multi-agent systems becomes the stability problem of the error system. However, due to the complexities of node dynamics and topological structures of networks, all the nodes cannot achieve the goal themselves. Therefore, appropriate consensus protocols are introduced to guarantee reaching consensus of the systems.

2.7.1 Stability via Razumikhin techniques

In this section, we introduce the stabilization of the systems via Razumikhin techniques being used to prove one of our main results.

Let $t_0 < t_1 < t_2 < \cdots < t_k < \cdots$ with $\lim_{k \to \infty} t_k = \infty$. Consider the impulsive functional differential equation

\[
\begin{aligned}
&x'(t) = f(t, x_t), \quad t \geq t_0, \\
x(t_k) = J_k(x(t_k)), & \quad k \in \mathbb{N},
\end{aligned}
\]

where $\mathbb{N}$ is the set of all positive integers, $f : [t_0, \infty) \times PC \to \mathbb{R}^n$ and $J_k(x) : S(\rho) \to \mathbb{R}^n$ for each $k \in \mathbb{N}$, and $PC = PC([-\tau, 0], \mathbb{R}^n) = \{ \phi : [-\tau, 0] \to \mathbb{R}^n, \phi(t) \text{ is continuous everywhere except at a finite number of points } \tilde{t} \text{ at which } \phi(\tilde{t}^+) \text{ and } \phi(\tilde{t}^-) \text{ exist and } \phi(\tilde{t}^+) = \phi(\tilde{t}) \}$, $S(\rho) = \{ x \in \mathbb{R}^n : |x| < \rho \}$, and $x'(t)$ denotes the right-hand derivative of $x(t)$.

For each $t \geq t_0$, $x_t \in PC$ is defined by $x_t(r) = x(t + r)$, $-\tau \leq r \leq 0$. For $\phi \in PC$, the norm of $\phi$ is defined by $\| \phi \| = \sup_{-\tau \leq r \leq 0} |\phi(r)|$, where $| \cdot |$ denotes the norm of the vector in $\mathbb{R}^n$.

Throughout this work, we assume that there exists a $\rho_1 > 0$, $\rho_1 \leq \rho$ such that $x \in S(\rho_1)$ implies $J_k(x) \in S(\rho)$ for all $k \in \mathbb{N}$. Let $K, K^*$ and $\Omega$ be defined by

$K = \{ w \in C(\mathbb{R}^+, \mathbb{R}^+), \text{ strictly increasing and } w(0) = 0 \}$,

$K^* = \{ \psi \in K, \psi(s) < s \text{ for } s > 0 \}$,

$\Omega = \{ H \in C(\mathbb{R}^+, \mathbb{R}^+), H(0) = 0, H(s) > 0 \text{ for } s > 0 \}$.
Lemma 2.7.1. \[125\] Assume that there exist functions \( V \in V_0, w_1, w_2 \in K, \psi \in K^* \) and \( H \in \Omega \) such that

(i) \( w_1(|x|) \leq V(t, x) \leq w_2(|x|) \), for \((t, x) \in [t_0, \infty) \times S(\rho)\)

(ii) for all \( x \in S(\rho_1) \) and \( k \in N \),

\[
V(t_k, J_k(x)) \leq \psi(V(t_k^-, x)).
\]

(iii) For any solution \( x(t) \) of Eq.(2.4), \( V(t + s, x(t + s)) \leq \psi^{-1}(V(t, x(t))), \) \( -\tau \leq s \leq 0, \) implies that

\[
D^+ V(t, x(t)) \leq g(t)H(V(t, x(t))),
\]

where \( g : [t_0, \infty) \to \mathbb{R}^+ \) locally integrable, \( \psi^{-1} \) is the inverse function of \( \psi. \)

(iv) \( H \) is nondecreasing and the exist constants \( \alpha_2 \geq \alpha_1 \) \( > 0 \) and \( \eta > 0 \) such that for all \( k \in N \) and \( \mu > 0, \)

\[
\alpha_1 \leq t_k - t_{k-1} \leq \alpha_2 \text{ and } \int_{\psi(\mu)}^\mu \frac{du}{H(u)} - \int_{t_{k-1}}^{t_k} g(s)ds \geq \eta.
\]

Then, the zero solution of Eq.(2.4) is uniformly asymptotically stable.

2.7.2 Impulsive mechanism

Discrete-time linear impulsive system

Consider the following impulsive system

\[
\begin{cases}
x(t_{k+1}) = Ax(t_k), & t_k \neq t_l, \\
\Delta x(t_l) = x(t_l^+) - x(t_l^-) = B_k x(t_l), & t_k = t_l, \quad k, l \in \mathbb{N},
\end{cases}
\]

(2.5)

where \( x(t_k) \in \mathbb{R}^n, A, B_k \in \mathbb{R}^{n \times n}. \) The discrete time instant \( t_k \) satisfy \( 0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots \) and \( \lim_{k \to \infty} t_k = \infty. \) \( \Delta x(t_k) = x(t_k^+) - x(t_k^-), \) \( x(t_k^+) = \lim_{t \to t_k^+} x(t_k) \) and \( x(t_k^-) = \lim_{t \to t_k^-} x(t_k). \) Without loss of generality, we assume that \( \lim_{t \to t_k^+} x(t_k) = x(t_k), \) which implies that the solution \( x(t, t_0, x_0) \) is right continuous at time \( t_k. \) Then,

\[
x(t, t_0, x_0) = A^{t-t_0} \prod_{i=1}^{k} (I_n + B_i)A^{(t_i-t_{i-1})}x(0),
\]

(2.6)
where $t_k \leq t < t_{k+1}, k \in \mathbb{N}_+$.

**Lemma 2.7.2.** [46] All solutions of system (2.5) are asymptotically stable if the following conditions are satisfied:

(H1) $0 < \alpha_1 \leq t_k - t_{k-1} \leq \alpha_2 < \infty$,
(H2) $||(I_n + B_k)A(t_k-t_{k-1})|| \leq b < 1, k \in \mathbb{N}_+$.

**Continuous-time linear impulsive system**

Consider the following impulsive system

\[
\begin{aligned}
\dot{x}(t) &= Ax(t), \quad t \neq t_k, \\
\Delta x(t_k) &= B_k x(t_k), \quad k \in \mathbb{N},
\end{aligned}
\]  

(2.7)

where $x(t) \in \mathbb{R}^n$, $A, B_k \in \mathbb{R}^{n \times n}$. The discrete time instant $t_k$ satisfy $0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots$ and $\lim_{k \to \infty} t_k = \infty$. $\Delta x(t_k) = x(t_k^+) - x(t_k^-)$, $x(t_k^+) = \lim_{t \to t_k^+} x(t_k)$ and $x(t_k^-) = \lim_{t \to t_k^-} x(t_k)$. Without loss of generality, we assume that $\lim_{t \to t_k^+} x(t_k) = x(t_k)$, which implies that the solution $x(t, t_0, x_0)$ is right continuous at time $t_k$. Then,

\[
x(t, t_0, x_0) = e^{A(t-t_k)} \prod_{i=1}^{k} (I_n - B_i) e^{A(t_i-t_{i-1})} x(0),
\]  

(2.8)

where $t_k \leq t < t_{k+1}, k \in \mathbb{N}_+$.

**Lemma 2.7.3.** [46] All solutions of system (2.7) are asymptotically stable if the following conditions are satisfied:

(H1) $0 < \alpha_1 \leq t_k - t_{k-1} \leq \alpha_2 < \infty$,
(H2) $||(I_n + B_k)e^{A(t_k-t_{k-1})}|| \leq b < 1, k \in \mathbb{N}_+$.

**Lemma 2.7.4.** [70] Consider the nonlinear impulsive dynamical system given by

\[
\begin{aligned}
\dot{x}(t) &= f_c(x(t)), \quad x(0) = x_0, \quad (t, x(t)) \notin S \quad \text{for} \quad t \in \mathcal{I}_{x_0}, \\
\Delta x(t) &= f_d(x(t)), \quad (t, x(t)) \in S,
\end{aligned}
\]  

(2.9)

where $t \geq 0$, $x(t) \in \mathcal{D} \subseteq \mathbb{R}^n$, $\mathcal{D}$ is an open set with $0 \in \mathcal{D}$, $f_c : \mathcal{D} \to \mathbb{R}^n$ is continuous, $f_d : \mathcal{S} \to \mathbb{R}^n$ is continuous, and $\mathcal{S} \subset [0, \infty) \times \mathcal{D}$ is the resetting set.

Assume there is a continuously differentiable function $V : \mathcal{D} \to \mathbb{R}_+$, satisfying
\( V(0) = 0, \ V(x) > 0, \ x \in \mathcal{D}, \ x \neq 0, \) and

\[
\begin{align*}
V'(x)f_c(x) & \leq -\gamma (V(x))^\alpha, \ x \notin \mathcal{Z}, \\
V(x + f_d(x)) & \leq V(x), \ x \in \mathcal{Z},
\end{align*}
\]  

(2.10)

where \( \mathcal{Z} \subset \mathcal{D}, \ \gamma > 0, \ \alpha \in (0, 1). \) Then the zero solution \( x(t) \equiv 0 \) to (2.9) is finite-time stable. In addition, if \( \mathcal{D} = \mathbb{R}^n, \ V(\cdot) \) is radially unbounded, then the zero solution \( x(t) \equiv 0 \) to (2.9) is globally finite-time stable.
Chapter 3

Consensus of Hybrid multi-agent systems

This chapter studies consensus problems of hybrid multi-agent systems (HMASs) under fixed topologies. By introducing the impulsive consensus protocols to the continuous-time dynamics agents with and without communication delays, the consensus problems of HMASs are, respectively, solved in Section 3.2 and Section 3.3. In Section 3.2, the consensus protocol for hybrid multi-agent systems with no communication delays is proposed. In Section 3.3, the consensus protocol for hybrid multi-agent systems with communication delays is studied. In particular, we assume that the communication between continuous-time dynamic agents have delays, but the communication among discrete-time dynamic agents has no delay and the communication between the discrete-time dynamic agents and the continuous-time dynamic agents has also no delay. In addition, we also study consensus problems when the dynamics of agents are linear (called linear hybrid multi-agent systems (LHMASs)) and nonlinear (called nonlinear hybrid multi-agent systems (NHMASs)) in Section 3.4 and Section 3.5, respectively. In Section 3.6, numerical examples are provided to illustrate the effectiveness of the theoretical results.

3.1 Problem formulation

In this section, we assume that the hybrid multi-agent system consists of $n$ agents which are continuous-time and discrete-time dynamic agents, labelled 1 through $n$, where the number of continuous-time dynamic agents is $c$, $c < n$. Without loss of generality,
we assume that agent 1 through \( c \) are continuous-time dynamic agents. Moreover, \( \mathcal{I}_c = \{1, 2, 3, \ldots, c\} \), \( \mathcal{I}_n \setminus \mathcal{I}_c = \{c + 1, c + 2, c + 3, \ldots, n\} \). Then, each agent has the dynamics as follows:

\[
\begin{align*}
\dot{x}_i(t) &= u_i(t), \\
x_l(t_{k+1}) &= x_l(t_k) + u_l(t_k), & \text{for } i \in \mathcal{I}_c, \\
x_l(t_{k+1}) &= x_l(t_k) + u_l(t_k), & \text{for } l \in \mathcal{I}_n \setminus \mathcal{I}_c,
\end{align*}
\]

(3.1)

where \( h \) is the sampling period, \( x_i \in \mathbb{R} \) and \( u_i \in \mathbb{R} \) are the state and control input of agent \( i \), respectively. The initial conditions are \( x_i(0) = x_{i0} \), and \( x(0) = [x_{10}, x_{20}, \ldots, x_{n0}]^T \).

Moreover, the hybrid multi-agent system (3.1) is modelled as a connected directed graph, where all agents are regarded as the nodes and the interaction between two agents has been represented by the edge in a graph. This implies that \((v_i, v_j) \in \mathcal{E}\) corresponds to an available information link from agent \( i \) to agent \( j \). Besides, each agent updates its current state based on the information received from its neighbours. Furthermore, we suppose that there exists communication behaviour as in hybrid multi-agent system (3.1), that is, there are agent \( i \) and agent \( j \) which make \( a_{ij} > 0 \).

**Definition 3.1.1.** The hybrid multi-agent system (3.1) is said to reach consensus if for any initial conditions,

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{for } i, j \in \mathcal{I}_n,
\]

(3.2)

and

\[
\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0, \quad \text{for } i, j \in \mathcal{I}_c.
\]

(3.3)

According to the results of Zheng et al.\cite{Zheng2012}, two classes of consensus protocols were proposed for solving consensus in hybrid multi-agent systems if all agents communicate with their neighbours and update their control inputs in the sampling time \( t_k \). In this section, the consensus problems of hybrid multi-agent systems with and without communication delays have been studied when the continuous-time dynamic agents can interact with their neighbors in real time. By using graph theory, matrix theory and Lyapunov method, the consensus results of hybrid multi-agent systems can be guaranteed under some necessary and sufficient conditions.
3.2 Consensus of HMASs with no communication delays

In this section, we assume that all continuous-time dynamic agents communicate with their neighbours and update their control inputs in real time, while all discrete-time dynamic agents communicate with their neighbours and update their control inputs at a sampling time $t_k$. In addition, the interactions between the discrete-time dynamic agents and the continuous-time dynamic agents happen only at $t = t_k$.

In this work, we assume that the hybrid multi-agent system (3.1) has been modelled as a connected digraph $G = G_c \cup G_d \cup G'$, where $G_c$, $G_d$, $G'$ are the communication networks of continuous-time dynamic agents, discrete-time dynamic agents, and the interactions between each other, respectively. Then the consensus protocol for the hybrid multi-agent system (3.1) is defined as follows: for $t \in (t_{k-1}, t_k]$,

\[
\begin{cases}
  u_i(t) = \sum_{j \in N_i} a_{ij} [x_j(t) - x_i(t)] + \sum_{k=1}^{\infty} \sum_{s \in N'_i} a'_{is} [x_s(t) - x_i(t)] \delta(t - t_k), & \text{for } i \in I_c \\
  u_t(t_k) = h \sum_{j \in N_i} b_{ij} [x_j(t_k) - x_i(t_k)], & \text{for } l \in I_n/I_c
\end{cases}
\]

where $A = [a_{ij}]$ and $B = [b_{ij}]$ are the weighted adjacency matrices associated with the graph $G_c \cup G'$ and $G_d \cup G'$, respectively. Moreover, $h = t_k - t_{k-1}$ is the sampling period, $N_i$ and $N'_i$ are the neighbor sets of $i$ in $G_c \cup G'$ at time $t \neq t_k$ and $t = t_k$, respectively. $N'_l$ is a neighbor set of agent $l$ in $G_d \cup G'$ at time $t_k$ and $\delta(\cdot)$ is the Dirac delta function; i.e.,

\[
\delta(t - t_k) = \begin{cases} 1, & t = t_k \\ 0, & t \neq t_k \end{cases}
\]

To establish our main results, some assumptions are provided as follows:

(A1) $0 < h < \frac{1}{\max_{i \in I_n} \{d_i\}}$;

(A2) there exists a constant $0 < \alpha \leq 1$ such that

\[(1 - \alpha)I - \mathcal{L}' - \mathcal{L}'^T + \mathcal{L}'^T \mathcal{L}' \leq 0,
\]

where $\mathcal{L}'$ is the Laplacian matrix of $G_c \cup G'$ at $t = t_k$.

Now, we are in the position to introduce our main result.
Theorem 3.2.1. Let $G$ be a directed connected communication network of the hybrid multi-agent system (3.1). Assume that the assumptions (A1) and (A2) hold. Then, the hybrid multi-agent system (3.1) with the protocol (3.4) reaches consensus if and only if $G_c \cup G'$ and $G_d \cup G'$ are both balanced and contain a spanning tree.

Proof. (Sufficiency) First of all, consider for each $i \in I_c$. Without loss of generality, we assume that all discrete-time dynamic agents have interacted with some continuous-time dynamic agents. Hence, the system (3.1) with the protocol (3.4) can be described as an impulsive system on the communication network $G_c \cup G'$ with $n$ nodes, where $n = |G_c \cup G'|$.

For simplicity of presentation, agents which maintain communication with agent $i$ for a period of time are called as regular neighbors of agent $i$, while the agents which maintain information exchange at impulsive time are called impulsive neighbors of agent $i$. The sets of regular neighbors and impulsive neighbors of agent $i$ are denoted by $N_i$ and $N'_i$, respectively. In addition, let $D$ be diagonal matrix with the out-degree of each vertex along the diagonal, where the out-degree of node $i$ is denoted by $\sum_{j \in N_i} a_{ij}$. Then, the Laplacian matrix of $G_c \cup G'$ at $t \neq t_k$ is denoted by $L = [l_{ij}]_{n \times n}$, defined as $L = D - A$, where

$$l_{ij} = \begin{cases} \sum_{j \in N_i} a_{ij}, & i = j \\ -a_{ij}, & i \neq j. \end{cases}$$

On the other hand, for $t = t_k$, the out-degree of node $i$ is denoted by $\sum_{j \in N'_i} a'_{ij}$. Then, the Laplacian matrix of $G_c \cup G'$ at $t = t_k$ is denoted by $L' = [l'_{ij}]_{n \times n}$, where

$$l'_{ij} = \begin{cases} \sum_{j \in N'_i} a'_{ij}, & i = j \\ -a'_{ij}, & i \neq j. \end{cases}$$

Hence, for $i \in I_c$, the system (3.1) with the protocol (3.4) can be written as an impulsive system on the communication network $G_c \cup G'$ with $n$ nodes as follows:

$$\begin{align*}
\dot{x}_i(t) &= \sum_{j \in N_i} a_{ij} [x_j(t) - x_i(t)], \quad t \neq t_k, \\
\Delta x_i(t_k) &= \sum_{j \in N'_i} a'_{ij} [x_j(t_k) - x_i(t_k)],
\end{align*}$$

(3.5)

where $t \in \mathbb{R}^+$, $x_i(t) \in \mathbb{R}$ is the state of agent $i$ at time $t$, $i = 1, 2, \ldots$, $\Delta x_i(t_k) = x_i(t_k^+) - x_i(t_k^-)$: $x_i(t_k^+) = \lim_{\epsilon \rightarrow 0^+} x_i(t_k + \epsilon)$ and $x_i(t_k^-) = \lim_{\epsilon \rightarrow 0^+} x_i(t_k - \epsilon)$.  
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This implies that an agent \(i\) can intermittently update its state on the basis of the state information of itself and its neighbors at time \(t_k\). Without loss of generality, we assume that \(\lim_{\epsilon \to 0^+} x_i(t_k - \epsilon) = x_i(t_k)\), that is, \(x_i(t_k)\) is left-continuous. The sequence \(\{t_k\}\) satisfies \(0 < t_1 < t_2 < \cdots < t_k < \cdots\) and \(\lim_{k \to \infty} t_k = \infty\).

Letting \(x = (x_1, x_2, ..., x_n)^T \in \mathbb{R}^n\), the system (3.5) can be written as the form:

\[
\begin{cases}
\dot{x}(t) = -Lx(t), & t \neq t_k, \\
\Delta x(t) = -L'x(t), & t = t_k,
\end{cases} \quad k \in \mathbb{N}
\]  

(3.6)

where \(L\) and \(L'\) are the Laplacian matrix of \(G_c \cup G'\) when \(t \neq t_k\) and \(t = t_k\), respectively. Since \(G_c \cup G'\) is balanced, from the consequence of Proposition 4 [18], then \(\bar{x} = Ave(x) = \frac{1}{n} \sum_{j=1}^{n} x_j\) is invariant quantity i.e.,

\[
\bar{x}(t) = \bar{x}(0) = \frac{1}{n} \sum_{j=1}^{n} x_j(0),
\]

which is not true for an arbitrary digraph. The invariant of \(\bar{x}\) allows decomposition of \(x_i\) for \(i = 1, 2, ..., n\) as in the following equation:

\[
\eta_i(t) = x_i(t) - \bar{x}, \quad t \in (t_{k-1}, t_k],
\]

\[
\eta_i(t_k^+) = x_i(t_k) - \bar{x} \quad \text{and} \quad \eta_i(t_k^-) = \eta_i(t_k), \quad i = 1, 2, 3, ..., n, \quad \text{with initial conditions} \quad x(t_0) = x(0) = [x_{10}, x_{20}, ..., x_{n0}]^T, \quad \text{where} \quad \eta = (\eta_1, \ldots, \eta_n)^T \quad \text{is the error vector or disagreement vector.}
\]

Thus,

\[
\begin{cases}
\dot{\eta}(t) = -L\eta(t), & t \neq t_k \\
\eta(t_k^+) = [I - L']\eta(t_k^-), & t = t_k, \quad k \in \mathbb{N}.
\end{cases}
\]  

(3.7)

Consider the Lyapunov function candidate as follows:

\[
V(\eta) = \eta^T \eta.
\]

Let \(V(\eta) =: V(\eta(t))\). Since \(G_c \cup G'\) is balanced, by Lemma 2.6.1 [74] \(\hat{L} = Sym(L) = (L + L^T)/2\), the total derivation of \(V(\eta)\) with respect to (3.7) is

\[
\dot{V}(t) = \dot{\eta}^T(t)\eta(t) + \eta^T(t)\dot{\eta}(t)
\]

\[
= -\eta^T(t)(L^T + L)\eta(t)
\]

\[
= -2\eta^T(t)(\hat{L})\eta(t) \quad t \in (t_{k-1}, t_k).
\]
Since the mirror graph $\hat{G}$ of $G_c \cup G'$ is a connected undirected graph, the definition 2.6.2 [15] gives us
\[ \min_{x \neq 0, \ x^T x = 0} x^T \hat{L} x = \lambda_2(\hat{L}). \]
Hence,
\[ \dot{V}(t) \leq -2\lambda_2(\hat{L})V(t) \text{ for } t \in (t_k - 1, t_k), \]
which implies that, for $t \in (t_k - 1, t_k]$,
\[ V(t) \leq e^{-2\lambda_2(\hat{L})(t-t_{k-1})}V(t_{k-1}^+). \]
On the other hand, when $t = t_{k-1}$, by using $(1 - \alpha)I - \mathcal{L} - \mathcal{L}^T + \mathcal{L}^T \mathcal{L} \leq 0$, for $0 < \alpha \leq 1$, one obtains
\[ V(t_{k-1}^+) = \eta^T(t_{k-1})(I - \mathcal{L}' - \mathcal{L}'^T + \mathcal{L}'^T \mathcal{L}') \eta(t_{k-1}) \]
\[ = \eta^T(t_{k-1})(I - \mathcal{L}' - \mathcal{L}' + \mathcal{L}'^T \mathcal{L} - \alpha I + \alpha I) \eta(t_{k-1}) \]
\[ = \eta^T(t_{k-1})[(1 - \alpha)I - \mathcal{L}' - \mathcal{L}' + \mathcal{L}'^T \mathcal{L}] \eta(t_{k-1}) + \alpha \eta^T(t_{k-1}) \eta(t_{k-1}) \]
\[ \leq \alpha \eta^T(t_{k-1}) \eta(t_{k-1}) \]
\[ = \alpha V(t_{k-1}). \]
In general, for $t \in (t_{k-1}, t_k]$,
\[ V(t) \leq \alpha^{k-1} e^{-2\lambda_2(\hat{L})(t-t_n^0)}V(t_n^0). \]
Hence, for $t \in (t_{k-1}, t_k]$,
\[ |\eta(t)| \leq \alpha^{(k-1)/2} e^{-\lambda_2(\hat{L})(t-t_0)}|\eta(t_n^+)|. \]
Thus,
\[ \|x_i(t) - \bar{x}\| \to 0 \text{ as } t \to \infty \text{ or } \lim_{t \to \infty} x_i(t) = \bar{x}, \ \forall i \in I_c. \]
This implies that, for $t \in (t_k - 1, t_k]$,
\[ \lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0 \quad \text{for } i, j \in I_c. \] (3.8)
Now, we will show that
\[ \lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \quad \text{for } i, j \in I_n. \]
Consider, for \( i, j \in \mathcal{I}_n \),
\[
\|x_i(t_k) - x_j(t_k)\| \leq \|x_i(t_k) - x_i(t)\| + \|x_i(t) - x_j(t)\| + \|x_j(t) - x_j(t_k)\|. \tag{3.9}
\]
The proof can be separated into three cases as follows:

**Case 1.** If \( i, j \in \mathcal{I}_c \), the above discussion gives
\[
\lim_{t_k \to \infty} x_i(t_k) = \lim_{t \to \infty} x_i(t) = \bar{x}, \quad \forall i \in \mathcal{I}_c.
\]
This implies that
\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \quad \text{for } i, j \in \mathcal{I}_c \subset \mathcal{I}_n. \tag{3.10}
\]

**Case 2.** If \( i, j \in \mathcal{I}_n \setminus \mathcal{I}_c = \{c+1, c+2, \ldots, n\} \), the problem can be simplified by considering the communication network of \( \mathcal{G}_d \cup \mathcal{G}' \). Since the discrete-time dynamic agents interact with their neighbours at time \( t = t_k \), one obtains
\[
x_i(t_{k+1}) = x_i(t_k) + h \sum_{(i,j) \in \mathcal{E}'} b_{ij} [x_j(t_k) - x_i(t_k)], \tag{3.11}
\]
where \( h = t_k - t_{k-1} \) is a sampling period, \( \mathcal{E}' \) is the set of edges and \( B = [b_{ij}]_{r \times r} \) is the adjacency matrix of \( \mathcal{G}_d \cup \mathcal{G}' \), where \( |\mathcal{G}_d \cup \mathcal{G}'| = r \leq n \) is the number of the discrete-time dynamic agents and continuous-time dynamic agents that interact with them.

Letting \( x(t_k) = [x_1(t_k), x_2(t_k), \ldots, x_r(t_k)]^T \), the equation (3.11) can be written as
\[
x(t_{k+1}) = [I_r - h\mathcal{L}_d] x(t_k),
\]
where \( I_r \) is an identity matrix and \( \mathcal{L}_d \) is the Laplacian matrix of \( \mathcal{G}_d \cup \mathcal{G}' \).

According to Lemma 2.3.2, since \( \mathcal{G}_d \cup \mathcal{G}' \) has a directed spanning tree and \( h < \frac{1}{\max_{i \in \mathcal{I}_n} \{d_{ii}\}} \), there exists a column vector \( y \) such that
\[
\lim_{k \to \infty} [I_r - h\mathcal{L}_d]^k = 1 y^T \quad \text{where} \quad [I_r - h\mathcal{L}_d]^T y = y.
\]
Thus,
\[
\lim_{t_k \to \infty} x(t_k) = \lim_{k \to \infty} [I_r - h\mathcal{L}_d]^k x(0) = 1 y^T x(0) \quad \text{and} \quad \mathcal{L}_d^T y = 0.
\]
This implies that
\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \quad \text{for } i, j \in \mathcal{I}_n \setminus \mathcal{I}_c. \tag{3.12}
\]
Moreover, there exists a column vector $y$ such that
\[
\lim_{t_k \to \infty} x_i(t_k) = y^T x(0) \quad \text{for all} \quad i \in \mathcal{I}_n \setminus \mathcal{I}_c.
\]

**Case 3.** If $j \in \mathcal{I}_n \setminus \mathcal{I}_c$ and $i \in \mathcal{I}_c$ (or $i \in \mathcal{I}_n \setminus \mathcal{I}_c$ and $j \in \mathcal{I}_c$), we consider, for $i, l \in \mathcal{I}_c$ and $j \in \mathcal{I}_n \setminus \mathcal{I}_c$,
\[
\| x_i(t) - x_l(t) \| \leq \| x_i(t) - x_i(t_k) \| + \| x_i(t_k) - x_j(t_k) \| + \| x_j(t_k) - x_l(t_k) \|
\]
\[
+ \| x_l(t_k) - x_l(t) \|.
\]

Since, for $i, l \in \mathcal{I}_c$,
\[
\lim_{t \to \infty} \| x_i(t) - x_l(t) \| = 0, \quad \text{and} \quad \lim_{t \to \infty} x_i(t) = \bar{x}, \quad \forall i \in \mathcal{I}_c.
\]

When $t \to \infty$, we have $t_k \to \infty$. Thus,
\[
\lim_{t_k \to \infty} \| x_i(t_k) - x_l(t_k) \| = 0 \quad \text{and} \quad \lim_{t_k \to \infty} \| x_i(t_k) - x_l(t) \| = 0.
\]

This implies that
\[
\lim_{t_k \to \infty} \| x_i(t_k) - x_j(t_k) \| = 0 \quad \text{and} \quad \lim_{t_k \to \infty} \| x_j(t_k) - x_l(t_k) \| = 0.
\]

Hence,
\[
\lim_{t_k \to \infty} \| x_i(t_k) - x_j(t_k) \| = 0, \quad \text{for} \quad j \in \mathcal{I}_n \setminus \mathcal{I}_c \quad \text{and} \quad i \in \mathcal{I}_c.
\]

From **Case 1,2** and **3**, we can conclude that
\[
\lim_{t_k \to \infty} \| x_i(t_k) - x_j(t_k) \| = 0 \quad \text{for} \quad i, j \in \mathcal{I}_n. \tag{3.13}
\]

Therefore, from (3.8) and (3.13), the hybrid multi-agent system (3.1) with protocol (3.4) reaches consensus.

**(Necessity)** Suppose that $G_c \cup G'$ and $G_d \cup G'$ are not balanced and do not contain a spanning tree. Then, by Lemma 2.3.2, we have $\lim_{k \to \infty} [(I - hL_d)^k] \neq 1y^T$. Hence,
\[
\lim_{t_k \to \infty} \| x_i(t_k) - x_j(t_k) \| \neq 0 \quad \text{for} \quad i, j \in \mathcal{I}_n.
\]

This implies that the hybrid multi-agent system (3.1) cannot achieve consensus.

**Remark.** It can be seen that if $c = n$, then the hybrid multi-agent systems can reduce as a continuous-time dynamic system. On the other hand if $c = 0$, the hybrid multi-agent systems is a discrete-time dynamic system.

**Remark.** It is easy to see that the results from Theorem 3.2.1 are more general than the results of Zheng et al [132], the interactions among agents are assumed to occur only at the sampling time $t_k$.  
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3.3 Consensus of HMASs with communication delays

In this section, the consensus problems of hybrid multi-agent systems with communication delays have been studied, where the information (from $v_i$ to $v_j$ for all $i, j \in I$) passes through edge $(v_i, v_j)$ with the coupling time delays $\tau(t)$. Here, we assume that the communications among discrete-time dynamic agents have no delays and the communications between the discrete-time dynamic agents and the continuous-time dynamic agents have also no delays. Then, the consensus protocol for hybrid multi-agent system (3.1) is defined as follows: for $t \in (t_{k-1}, t_k]$,

$$
\begin{align*}
    u_i(t) &= \sum_{j \in N_i} a_{ij} [x_j(t - \tau(t)) - x_i(t - \tau(t))] \\
    & \quad + \sum_{k=1}^{\infty} \sum_{s \in N_i'} a'_{is} [x_s(t) - x_i(t)] \delta(t - t_k), \quad \text{for } i \in I_c \\
    u_l(t_k) &= h \sum_{j \in N_l} b_{lj} [x_j(t_k) - x_l(t_k)], \quad \text{for } l \in I_n \setminus I_c,
\end{align*}
$$

where $A = [a_{ij}]$ and $B = [b_{lj}]$ are the weighted adjacency matrices associated with the graph $G_c \cup G'$ and $G_d \cup G'$, respectively. Moreover, $h = t_k - t_{k-1}$ is the sampling period, $N_i$ and $N_i'$ are the neighbor sets of $i$ in $G_c \cup G'$ at time $t \neq t_k$ and $t = t_k$, respectively. $N_i'$ is a neighbor set of agent $l$ in $G_d \cup G'$ at time $t_k$ and $\delta(\cdot)$ is the Dirac delta function.

To establish our main results, some assumptions are provided as follows:

1. **(A1)** $0 < h < \frac{1}{\max_{i \in I_c} \{d_{ii}\}}$;

2. **(A2)** there exists positive constants $\alpha, \beta$ such that for all $k \in \mathbb{N}$ the following conditions are satisfied:
   
   (i) $[1 + 2\lambda_2(\hat{L}) + \lambda_2(L' L'^T)] \cdot \|L\| \leq \alpha$;
   
   (ii) $ln[1 + 2\lambda_2(\hat{L}) + \lambda_2(L' L'^T)] - \alpha (t_k - t_{k-1}) \geq \beta > 0$,

where $\hat{L}$ is a symmetric matrix of $L$, which has zero row sums; $L$ and $L'$ are the Laplacian matrices of $G_c \cup G'$ when $t \neq t_k$ and $t = t_k$, respectively.

Now, we are in the position to introduce our main result.

**Theorem 3.3.1.** Let $G$ be a communication network of the hybrid multi-agent system (3.1), which is undirected. Assume that the assumptions (A1) and (A2) are satisfied. Then, the hybrid multi-agent system (3.1) with the protocol (3.14) reaches consensus if and only if $G$ is connected.

**Proof.** (Sufficiency) Consider a communication network $G = G_c \cup G_d \cup G'$ defined as a previous section. Since there are interactions among discrete-time dynamic agents and
continuous-time dynamic agents. Hence, for \( i \in \mathcal{I}_c \), the system (3.1) with the protocol (3.14) can be described as an impulsive system on the communication network \( G_c \cup G' \) with \( r \) nodes, where \( |G_c \cup G'| = r \leq n \) as follows:

\[
\begin{cases}
\dot{x}_i(t) = \sum_{j \in N_i} a_{ij}[x_j(t - \tau(t)) - x_i(t - \tau(t))], & t \in (t_{k-1}, t_k), \\
\Delta x_i(t_k) = \sum_{j \in N'_i} a'_{ij}[x_j(t_k) - x_i(t_k)],
\end{cases}
\tag{3.15}
\]

where \( t \in \mathbb{R}^+ \), \( x_i(t) \in \mathbb{R} \) is the state of agent \( i \) at time \( t \), \( i = 1, 2, \ldots, r \). \( \Delta x_i(t_k) = x_i(t_k^+) - x_i(t_k^-) \); \( x_i(t_k^+) = \lim_{h \to 0^+} x_i(t_k + h) \) and \( x_i(t_k^-) = \lim_{h \to 0^+} x_i(t_k - h) \).

Letting \( x = (x_1, x_2, \ldots, x_r)^T \in \mathbb{R}^r \), the system (3.15) can be written as the form:

\[
\begin{cases}
\dot{\xi}(t) = -\mathcal{L}\xi(t - \tau(t)), & t \neq t_k, \\
\Delta \xi(t) = -\mathcal{L}'\xi(t), & t = t_k,
\end{cases}
\tag{3.16}
\]

where \( \mathcal{L} \) and \( \mathcal{L}' \) are the Laplacian matrix of \( G_c \cup G' \) when \( t \neq t_k \) and \( t = t_k \), respectively. Since \( G_c \cup G' \) is connected, from the consequence of Proposition 4 [18], then \( \bar{x} = \text{Ave}(x) = \frac{1}{r} \sum_{j=1}^{r} x_j \) is invariant quantity i.e.,

\[
\bar{x}(t) = \bar{x}(0) = \frac{1}{r} \sum_{j=1}^{r} x_j(0),
\]

which is not true for an arbitrary digraph. The invariant of \( \bar{x} \) allows decomposition of \( x_i \) for \( i = 1, 2, \ldots, r \) as in the following equation:

\[
\xi_i(t) = x_i(t) - \bar{x}, \quad t \in (t_{k-1}, t_k],
\]

\[
\xi_i(t_k^-) = x_i(t_k^-) - \bar{x} \quad \text{and} \quad \xi_i(t_k^+) = \xi_i(t_k), \quad i = 1, 2, 3, \ldots, r, \quad \text{with initial conditions} \ x(t_0) = x(0) = [x_{10}, x_{20}, \ldots, x_{r0}]^T, \quad \text{where} \ \xi = (\xi_1, \ldots, \xi_r)^T \text{ is the error vector or disagreement vector. Thus,}
\]

\[
\begin{cases}
\dot{\xi}(t) = -\mathcal{L}\xi(t - \tau(t)), & t \neq t_k \\
[I + \mathcal{L}']\xi(t_k) = \xi(t_k^-), & t = t_k, \quad k \in \mathbb{N}.
\end{cases}
\tag{3.17}
\]

Since the graph \( G_c \cup G' \) is connected, it follows from Lemma 3.3 in [80] that the Laplacian \( \mathcal{L}' \) has exactly one zero eigenvalue and the rest \( n-1 \) eigenvalues all have positive real-parts.
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Furthermore, \( \hat{\mathbf{L}} = \frac{1}{2}(\mathbf{L}' + \mathbf{L}'^T) \) is a symmetric matrix and has zero row sums. Thus, the eigenvalues of matrices \( \hat{\mathbf{L}} \) and \( \mathbf{L}' \mathbf{L}'^T \) can be ordered as

\[
0 = \lambda_1(\hat{\mathbf{L}}) < \lambda_2(\hat{\mathbf{L}}) \leq \cdots \leq \lambda_r(\hat{\mathbf{L}}),
\]

and

\[
0 = \lambda_1(\mathbf{L}' \mathbf{L}'^T) < \lambda_2(\mathbf{L}' \mathbf{L}'^T) \leq \cdots \leq \lambda_r(\mathbf{L}' \mathbf{L}'^T).
\]

On the other hand, since \( \hat{\mathbf{L}} \) and \( \mathbf{L}' \mathbf{L}'^T \) are symmetric, by definition 2.6.2, we know

\[
\lambda_2(\hat{\mathbf{L}}) = \min_{\xi \neq 0, \xi^T \xi = 0} \frac{\xi^T \hat{\mathbf{L}} \xi}{\xi^T \xi}. \tag{3.18}
\]

\[
\lambda_2(\mathbf{L}' \mathbf{L}'^T) = \min_{\xi \neq 0, \xi^T \xi = 0} \frac{\xi^T (\mathbf{L}' \mathbf{L}'^T) \xi}{\xi^T \xi}. \tag{3.19}
\]

Consider the Lyapunov function candidate as follows:

\[
V(t, \xi(t)) = \frac{1}{2} \xi^T(t) \xi(t).
\]

For \( t = t_k \), for all \( \xi(t) \in S(\rho_1), \ 0 < \rho_1 \leq \rho \), we have

\[
\xi^T(t_k^-) \xi(t_k^-) = \xi^T(t_k)(I + \mathbf{L}'^T)(I + \mathbf{L}') \xi(t_k) = \xi^T(t_k)[I + \mathbf{L}' + \mathbf{L}'^T + \mathbf{L}'^T \mathbf{L}'] \xi(t_k) \geq [1 + 2\lambda_2(\hat{\mathbf{L}}) + \lambda_2(\mathbf{L}' \mathbf{L}'^T)] \xi^T(t_k) \xi(t_k). \tag{3.20}
\]

That is

\[
V(t_k, \xi(t_k)) \leq \frac{1}{[1 + 2\lambda_2(\hat{\mathbf{L}}) + \lambda_2(\mathbf{L}' \mathbf{L}'^T)]} V(t_k^-, \xi(t_k^-)).
\]

Let

\[
\psi(t) = \frac{t}{[1 + 2\lambda_2(\hat{\mathbf{L}}) + \lambda_2(\mathbf{L}' \mathbf{L}'^T)]},
\]

then \( \psi(t) \) is strictly increasing and \( \psi(0) = 0 \) with \( \psi(t) < t \) for all \( t > 0 \). Hence, the condition (ii) of Lemma 2.7.1 is satisfied. Also, by letting \( w_1(|x|) = w_2(|x|) = \frac{|x|}{2} \), the condition (i) of Lemma 2.7.1 is satisfied. For any solution of (3.17), if

\[
V(t - \tau(t), \xi(t - \tau(t))) \leq \psi^{-1}(V(t, \xi(t))),
\]
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by calculating the upper Dini derivative of $V(t)$ along the solutions of Eqs. (3.17) and using the inequality $x^Ty + y^Tx \leq \epsilon x^Tx + \epsilon^{-1}y^Ty$, one obtains

\[
D^+V(t) = -\xi^T(t)\mathcal{L}\xi(t - \tau(t)) \\
\leq \|\mathcal{L}\| \cdot [V(t, \xi(t)) + \sup_{t - \tau \leq s \leq t} V(s, \xi(s))] \\
\leq \left[1 + 2\lambda_2(\hat{\mathcal{L}}) + \lambda_2(\mathcal{L}'\mathcal{L}'^T)\right] \cdot \|\mathcal{L}\|V(t, \delta(t)) \\
\leq \alpha V(t, \xi(t)).
\tag{3.21}
\]

Letting $g(t) \equiv 1$ and $H(t) = \alpha t$. Thus, the condition (iii) of Lemma 2.7.1 is satisfied. Moreover, the condition (A2)(ii) implies that

\[
\int_{\psi(\mu)}^{\mu} \frac{du}{H(u)} - \int_{t_{k-1}}^{t_k} g(s)ds = \frac{1}{\alpha} \left[ln(\mu) - ln\left(\frac{\mu}{1 + 2\lambda_2(\hat{\mathcal{L}}) + \lambda_2(\mathcal{L}'\mathcal{L}'^T)}\right)\right] - (t_k - t_{k-1}) \\
= \frac{ln\left[1 + 2\lambda_2(\hat{\mathcal{L}}) + \lambda_2(\mathcal{L}'\mathcal{L}'^T)\right]}{\alpha} - (t_k - t_{k-1}) \\
\geq \frac{\beta}{\alpha} > 0.
\tag{3.22}
\]

The condition (iv) of Lemma 2.7.1 is satisfied. Therefore, all the conditions of Lemma 2.7.1 are satisfied. This implies that, for $t \in (t_{k-1}, t_k]$,

\[
\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0 \quad \text{for} \ i, j \in \mathcal{I}_c.
\tag{3.23}
\]

On the other hand, since the communication of discrete-time dynamic agents has no delay and the communication between the discrete-time dynamic agents and the continuous-time dynamic agents has also no delay, then showing that

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \quad \text{for} \ i, j \in \mathcal{I}_n.
\]

can be done by using the similar way of proving in Theorem 3.2.1. Hence, the remain part will be omitted. Therefore, the hybrid multi-agent system (3.1) with protocol (3.14) reaches consensus.

**Necessity** Suppose that $\mathcal{G}_c \cup \mathcal{G}'$ and $\mathcal{G}_d \cup \mathcal{G}'$ are not connected, which implies that there is no any spanning tree. Then, using similar idea in the proof of Necessity part of Theorem 3.2.1, the hybrid multi-agent system (3.1) cannot achieve consensus. \qed
3.4 Consensus of LHMASs via impulsive protocols

Consider a linear hybrid multi-agent system (LHMAS) consisting of $N$ agents which are continuous-time and discrete-time dynamic agents, labelled 1 through $N$, where the number of continuous-time dynamic agents is $c$, $c < N$. Without loss of generality, we assume that agent 1 through $c$ are continuous-time dynamic agents. Moreover, $\mathcal{I}_c = \{1, 2, 3, \ldots, c\}$, $\mathcal{I}_N \setminus \mathcal{I}_c = \{c + 1, c + 2, c + 3, \ldots, N\}$. Then, each agent has the dynamics as follows:

$$
\begin{align*}
\dot{x}_i(t) &= Ax_i(t) + u_i(t), & \text{for } i \in \mathcal{I}_c, \\
x_i(t_{k+1}) &= Cx_i(t_k) + u_i(t_k), & \text{for } i \in \mathcal{I}_N \setminus \mathcal{I}_c,
\end{align*}
$$

(3.24)

where $h$ is the sampling period, $x_i(t) = [x_{i1}(t), x_{i2}(t), \ldots, x_{in}(t)]^T \in \mathbb{R}^n$ and $u_i \in \mathbb{R}^n$ are the state and control input of agent $i$ at time $t$, respectively. In this work, we assume that there exists communication behaviour as in hybrid multi-agent system (3.24), that is, there are agent $i$ and agent $j$ which make $a_{ij} > 0$ and the following assumption is provided to obtain the main results:

(A1): $\|A\| \neq 0$ and $\|C\| \neq 0$, where $A, C \in \mathbb{R}^{n \times n}$.

**Definition 3.4.1.** The hybrid multi-agent system (3.24) is said to reach consensus if for any initial conditions,

$$
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{for } i, j \in \mathcal{I}_N,
$$

(3.25)

and

$$
\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0, \quad \text{for } i, j \in \mathcal{I}_c.
$$

(3.26)

Assume that all agents communicate with their neighbors only at the sampling time $t_k$, then the dynamics of each agent is designed as

$$
\begin{align*}
u_i(t) &= \sum_{k=1}^{\infty} \delta(t - t_k) B_k \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t) - x_i(t)), & \text{for } i \in \mathcal{I}_c, \\
u_i(t_l) &= \sum_{k=1}^{\infty} \delta(t_l - t_k) C_k \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t_l) - x_i(t_l)), & \text{for } i \in \mathcal{I}_N \setminus \mathcal{I}_c,
\end{align*}
$$

(3.27)

where $B_k \in \mathbb{R}^{n \times n}$ and $C_k \in \mathbb{R}^{n \times n}$ are impulsive matrices to be determined later. The discrete time instant $t_k$ satisfy $0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots$ and $\lim_{k \to \infty} t_k = \infty$, $\delta(t)$ is
the Dirac delta function.

To establish our main results, the following assumptions are provided:

(A2) There exist positive constants $\alpha_1, \alpha_2$ such that $0 < \alpha_1 \leq t_k - t_{k-1} \leq \alpha_2 < \infty$,
(A3) $\| (I - \lambda_i^c B_k) e^{A(t_k-t_{k-1})} \| \leq \alpha_3 < 1, k \in \mathbb{N}_+$, for some $\alpha_3 > 0$,
(A4) $\| (I + \lambda_i^d C_k) A^{(t_k-t_{k-1})} \| \leq \alpha_4 < 1, k \in \mathbb{N}_+$, for some $\alpha_4 > 0$,

where $\lambda_i^c$ and $\lambda_i^d$ are the eigenvalues of the Laplacian matrix $L_1 = \mathcal{L}(G_c \cup G')$ and $L_2 = \mathcal{L}(G_d \cup G')$, respectively.

Theorem 3.4.1. Let $G$ be a directed connected communication network of (3.24). Assume that the assumptions (A1)-(A4) hold. Then, the hybrid multi-agent system (3.24) with the protocol (3.27) reaches consensus if $G_c \cup G'$ and $G_d \cup G'$ are both balanced and contain a spanning tree.

Proof. Assume that a digraph $G_c \cup G'$ and $G_d \cup G'$ both balanced and contain spanning tree. For $i \in \mathcal{I}_c$, it can be seen that the system (3.24) with the protocol (3.27) can be described as an impulsive system on the communication network $G_c \cup G'$ with $r$ nodes, where $|G_c \cup G'| = r \leq N$. WLOG, we assume that all discrete-time dynamics agents have a communication with some continuous-time dynamics agents. Thus, $r = N$ and the dynamics of each agent can be described as follows:

\[
\begin{cases}
\dot{x}_i(t) = Ax_i(t), & t \neq t_k, \\
\Delta x_i(t_k) = B_k \sum_{j \in N_i} a_{ij} (x_j(t_k) - x_i(t_k)), & k \in \mathbb{N}.
\end{cases}
\] (3.28)

Let $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$, then the system (3.28) can be written as

\[
\begin{cases}
\dot{x}(t) = (I_N \otimes A)x(t), & t \neq t_k, \\
\Delta x(t_k) = (I_N \otimes B_k)(-L_1 \otimes I_n)x(t_k), & k \in \mathbb{N}.
\end{cases}
\] (3.29)

Since $G_c \cup G'$ is strongly connected and balanced, then $L_1 = \mathcal{L}(G_c \cup G')$ is symmetric. Then, there exists an orthogonal matrix $U \in \mathbb{R}^{N \times N}$ such that

\[
UL_1U^{-1} = ULU^T = D = \text{diag}\{\lambda_1^c, \lambda_2^c, \ldots, \lambda_N^c\},
\]

where $\{\lambda_i^c\} = \sigma(L_1)$ is the spectrum of $L_1$. Inspired by Wang et al (2008)[99], let

\[
\tilde{x}(t) = (U \otimes I_n)x(t).
\]
Thus

\[ x(t) = (U \otimes I_n)^{-1} \bar{x}(t) = (U^{-1} \otimes I_n) \bar{x}(t). \]

Using the Kronecker product properties, we have when \( t \in [t_k, t_{k+1}), k \in \mathbb{N}_+ \),

\[
\frac{d\bar{x}(t)}{dt} = (U \otimes I_n)\dot{x}(t)
\]

\[
= (U \otimes I_n)(I_N \otimes A)x(t)
\]

\[
= (U \otimes I_n)(I_N \otimes A)(U^{-1} \otimes I_n)\bar{x}(t)
\]

\[
= (UI_N U^{-1}) \otimes (I_n A I_n) \bar{x}(t)
\]

\[
= (I_N \otimes A)\bar{x}(t) \tag{3.30}
\]

and

\[
\Delta \bar{x}(t_k) = (U \otimes I_n)\Delta x(t_k)
\]

\[
= (U \otimes I_n)(I_N \otimes B_k)(-L_1 \otimes I_n)\bar{x}(t_k^-)
\]

\[
= (U \otimes I_n)(I_N \otimes B_k)(-L_1 \otimes I_n)(U^{-1} \otimes I_n)\bar{x}(t_k^-)
\]

\[
= (-UI_N L_1 U^{-1}) \otimes (I_n B_k I_n I_n) \bar{x}(t_k^-)
\]

\[
= (-D \otimes B_k)\bar{x}(t_k^-), \quad k \in \mathbb{N}_+. \tag{3.31}
\]

From (3.30) and (3.31), the system (3.29) becomes

\[
\begin{cases}
\frac{d\bar{x}(t)}{dt} = (I_N \otimes A)\bar{x}(t), & t \neq t_k, \\
\Delta \bar{x}(t_k) = (-D \otimes B_k)\bar{x}(t_k^-), & k \in \mathbb{N}_+.
\end{cases} \tag{3.32}
\]

Therefore

\[
\begin{cases}
\frac{d\bar{x}_i(t)}{dt} = A\bar{x}_i(t), & t \neq t_k, \\
\Delta \bar{x}_i(t_k) = (-\lambda_i^c B_k)\bar{x}_i(t_k^-), & i = 1, 2, \ldots, N, \quad k \in \mathbb{N}_+.
\end{cases} \tag{3.33}
\]

Since \( \mathcal{G}_c \cup \mathcal{G}' \) contains a spanning tree, then \( \lambda_1^c = 0 \) is the algebraically simple eigenvalue of \( L_1 \) and \( \lambda_i^c \) are positive for \( i > 1 \). Thus, we have

\[
0 = \lambda_1^c < \lambda_2^c \leq \cdots \leq \lambda_N^c.
\]

Assume that the limit \( \lim_{t \to t_k^+} \bar{x}(t) = \bar{x}(t_k) \) i.e., the solution \( \bar{x}(t) \) is right continuous at time \( t_k \).

Then

\[
\bar{x}(t, t_0, x_0) = e^{A(t-t_k)} \prod_{i=1}^{k} (I - \lambda_i^c B_k) e^{A(t_i-t_{i-1})} x(0), \tag{3.34}
\]

\[
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where $t_k \leq t < t_{k+1}, \ k \in \mathbb{N}_+$.

Hence, by the assumptions (A1), (A2) and Lemma 2.7.3, the system (3.33) is asymptotically stable i.e., $\bar{x}^i(t) \to 0$ as $t \to \infty, \ i = 2, \ldots, N$. It can be verified that

$$(\mathcal{L}_1 \otimes I_n)x(t) = (U \otimes I_n)^{-1}(U \otimes I_n)(\mathcal{L}_1 \otimes I_n)(U^{-1} \otimes I_n)\bar{x}(t)$$

$$= (U \otimes I_n)^{-1}(D \otimes I_n)\bar{x}(t)$$

$$= (U \otimes I_n)^{-1}[0 \lambda_c^1 \bar{x}_1(t) \cdots \lambda_c^N \bar{x}_N(t)]^T.$$ 

Because $\bar{x}^i(t) \to 0$ as $t \to \infty, \ i = 2, \ldots, N$. So, $(\mathcal{L}_1 \otimes I_n)x(t) \to 0$ as $t \to \infty$. Since $G_c \cup G'$ contains a spanning tree, by Lemma 2.6.14, 0 is the eigenvalue of $\mathcal{L}_1 \otimes I_n$ with multiplicity $n$. The $n$ linearly independent eigenvalues associated with the eigenvalue 0 of $\mathcal{L}_1 \otimes I_n$ are $1_N \otimes e_i, \ i = 1, 2, \ldots, n$. Therefore

$$x(t) \to 1_N \otimes s,$$ as $t \to \infty$; $s = \sum_{i=1}^n \alpha_i e_i, \ \alpha_i \in \mathbb{R}, \ i = 1, 2, \ldots, n.$

This implies that

$$\lim_{t \to \infty} \|x^i(t) - x^j(t)\| = 0, \ \forall i, j \in I_c.$$

Next, we will show that

$$\lim_{t \to \infty} \|x^i(t_k) - x^j(t_k)\| = 0, \ \forall i, j \in I_N.$$ 

The proof can be separated into three cases as follows:

**Case 1.** If $i, j \in I_c$, the above discussion gives

$$\lim_{t_k \to \infty} \|x^i(t_k) - x^j(t_k)\| = 0, \ \forall i, j \in I_c.$$

**Case 2.** If $i, j \in I_N \setminus I_c = \{c+1, c+2, \ldots, N\}$, the problem can be simplified by considering the communication network of $G_d \cup G'$. For each $i \in I_N \setminus I_c$, the dynamics of agent $i$ can be described as the discrete-time linear multi-agent system (DLMAS) on the communication network $G_d \cup G'$ with $d$ nodes where $|G_d \cup G'| = d \leq N$. For simplicity, we assume that all continuous-time dynamic agents have communications with some discrete-time dynamic agents. Thus, $|G_d \cup G'| = d = N$. From 3.24 and protocol 3.27, for each $i \in I_N \setminus I_c$ we have

$$x^i(t_{l+1}) = C x^i(t_l) + \sum_{k=1}^{\infty} \delta(t_l - t_k)C_k \sum_{j \in N_i} a_{ij}(x^j(t_l) - x^i(t_l)), \ \text{for } i \in I_N \quad (3.35)$$
Let \( x(t) = [x^1(t), x^2(t), \ldots, x^N(t)]^T \), then the system (3.24) can be written as

\[
\begin{aligned}
  x^i(t_{l+1}) &= (I_N \otimes C) x(t_l), & t_l \neq t_k, \\
  \Delta x(t_l) &= (I_N \otimes C_k)(-L_2 \otimes I_n)x(t_l), & k, l \in \mathbb{N}.
\end{aligned}
\] (3.36)

Since \( G_d \cup G' \) is strongly connected and balanced, then \( L_2 = \mathcal{L}(G_d \cup G') \) is symmetric. Then, there exists an orthogonal matrix \( W \in \mathbb{R}^{N \times N} \) such that

\[
W L_2 W^{-1} = W L_2 W^T = P = \text{diag}\{\lambda^d_1, \lambda^d_2, \ldots, \lambda^d_N\},
\]

where \( \{\lambda^d_i\} = \sigma(L_2) \) is the spectrum of \( L_2 \). Motivated by Wang et al. (2008), let \( \bar{x}(t_l) = (W \otimes I_n)x(t_l) \).

Thus

\[
x(t_l) = (W \otimes I_n)^{-1} \bar{x}(t_l) = (W^{-1} \otimes I_n) \bar{x}(t_l).
\]

Using the Kronecker product properties, we have when \( t_l \neq t_k \) for \( k, l \in \mathbb{N} \)

\[
\begin{aligned}
  \bar{x}(t_{l+1}) &= (W \otimes I_n)x(t_{l+1}) \\
  &= (W \otimes I_n)(I_N \otimes C)(W^{-1} \otimes I_n) \bar{x}(t_l) \\
  &= (I_N \otimes C) \bar{x}(t_l)
\end{aligned}
\] (3.37)

and when \( t_l = t_k \) for \( k, l \in \mathbb{N} \), we have

\[
\begin{aligned}
  \Delta \bar{x}(t_l) &= (W \otimes I_n) \Delta x(t_l) \\
  &= (W \otimes I_n)(I_N \otimes C_k)(-L_2 \otimes I_n)(W^{-1} \otimes I_n) \bar{x}(t_l) \\
  &= (-P \otimes C_k) \bar{x}(t_l), & l \in \mathbb{N}.
\end{aligned}
\] (3.38)

From (3.37) and (3.38), the system (3.36) becomes

\[
\begin{aligned}
  \bar{x}(t_{l+1}) &= (I_N \otimes C) \bar{x}(t_l), & t_l \neq t_k, \\
  \Delta \bar{x}(t_l) &= (-P \otimes C_k) \bar{x}(t_l), & l \in \mathbb{N}.
\end{aligned}
\] (3.39)

Therefore

\[
\begin{aligned}
  \bar{x}^i(t_{l+1}) &= C \bar{x}^i(t_l), & t_l \neq t_k, \\
  \Delta \bar{x}^i(t_l) &= (-\lambda^d_i C_k) \bar{x}^i(t_l), & i = 1, 2, \ldots, N, l \in \mathbb{N}.
\end{aligned}
\] (3.40)
It can be seen that $\lambda_1^d = 0$ is the algebraically simple eigenvalue of $L_2$ and the others are positive since $G_d \cup G'$ contains a spanning tree. Thus, we have

$$0 = \lambda_1^d < \lambda_2^d \leq \cdots \leq \lambda_N^d.$$ 

Assume that the $\lim_{t \to t_k} \bar{x}(t) = \bar{x}(t_k)$ i.e., the solution $\bar{x}(t)$ is right continuous at time $t_k$. Then

$$\bar{x}(t, t_0, x_0) = C^{(t-t_k)} \prod_{i=1}^k (I - \lambda_i^d C_k) C^{(t_1 - t_{i-1})} x(0),$$

where $t_l \leq t < t_{l+1}, \quad l \in \mathbb{N}_+$. Hence, by the assumptions (A1), (A2) and Lemma 2.7.2, the system (3.40) is asymptotically stable i.e., $\bar{x}^i(t_l) \to 0$ as $t_l \to \infty, \quad i = 2, \ldots, N$. It can be verified that

$$(L_2 \otimes I_n)x(t_l) = (W \otimes I_n)^{-1} (U \otimes I_n)(L_2 \otimes I_n)(W^{-1} \otimes I_n)\bar{x}(t_l)$$

$$= (W \otimes I_n)^{-1} (P \otimes I_n)\bar{x}(t_l)$$

$$= (W \otimes I_n)^{-1} [0 \quad \lambda_2^d \bar{x}_2(t) \cdots \lambda_N^d \bar{x}_N(t)]^T.$$ 

Because $\bar{x}^i(t_l) \to 0$ as $t_l \to \infty, \quad i = 2, \ldots, N$. So, $(L_2 \otimes I_n)x(t) \to 0$ as $t \to \infty$. Since $G_d \cup G'$ contains a spanning tree, by Lemma 2.6.14, 0 is the eigenvalue of $L_2 \otimes I_n$ with multiplicity $n$. The $n$ linearly independent eigenvalues associated with the eigenvalue 0 of $L_2 \otimes I_n$ are $1_N \otimes e_i, \quad i = 1, 2, \ldots, n$. Therefore

$$x(t_l) \to 1_N \otimes s, \quad as \quad t_l \to \infty; \quad s = \sum_{i=1}^n \alpha_i e_i, \quad \alpha_i \in \mathbb{R}, \quad i = 1, 2, \ldots, n.$$ 

This implies that

$$\lim_{t_k \to \infty} ||x^i(t_k) - x^j(t_k)|| = 0, \quad \forall i, j \in \mathcal{I}_N \setminus \mathcal{I}_c.$$ 

**Case 3.** If $j \in \mathcal{I}_N \setminus \mathcal{I}_c$ and $i \in \mathcal{I}_c$ (or $i \in \mathcal{I}_N \setminus \mathcal{I}_c$ and $j \in \mathcal{I}_c$), we consider, for $i, l \in \mathcal{I}_c$ and $j \in \mathcal{I}_N \setminus \mathcal{I}_c$,

$$||x^i(t) - x^j(t)|| \leq ||x^i(t) - x^i(t_k)|| + ||x^i(t_k) - x^j(t_k)|| + ||x^j(t_k) - x^j(t_k)||$$

$$+ ||x^j(t_k) - x^j(t)||.$$ 

Since, for $i, l \in \mathcal{I}_c$,

$$\lim_{t \to \infty} ||x^i(t) - x^j(t)|| = 0, \quad i.e., \quad \lim_{t \to \infty} x_i(t) = q, \quad \forall i \in \mathcal{I}_c,$$
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where \( q \) is a constant. When \( t \to \infty \), we have \( t_k \to \infty \). Thus,
\[
\lim_{t_k \to \infty} \|x^i(t) - x^i(t_k)\| = 0 \quad \text{and} \quad \lim_{t_k \to \infty} \|x^j(t_k) - x^j(t)\| = 0.
\]
This implies that \( \lim_{t_k \to \infty} \|x^i(t_k) - x^j(t_k)\| = 0 \) and \( \lim_{t_k \to \infty} \|x^j(t_k) - x^j(t)\| = 0 \).

Hence,
\[
\lim_{t_k \to \infty} \|x^i(t_k) - x^j(t_k)\| = 0, \quad \text{for} \quad j \in \mathcal{I}_N \setminus \mathcal{I}_c \quad \text{and} \quad i \in \mathcal{I}_c.
\]

From Case 1, Case 2 and Case 3, we can conclude that
\[
\lim_{t_k \to \infty} \|x^i(t_k) - x^j(t_k)\| = 0 \quad \text{for} \quad i, j \in \mathcal{I}_N.
\] (3.43)

This completes the proof.

\[ \square \]

3.5 Consensus of NHMASs via impulsive protocols

Consider a nonlinear hybrid multi-agent system (NHMAS) consisting of \( N \) agents which are continuous-time and discrete-time dynamic agents, labelled 1 through \( N \), where the number of continuous-time dynamic agents is \( c \), \( c < N \). Without loss of generality, we assume that agent 1 through \( c \) are continuous-time dynamic agents. Moreover, \( \mathcal{I}_c = \{1, 2, 3, ..., c\} \), \( \mathcal{I}_N \setminus \mathcal{I}_c = \{c + 1, c + 2, c + 3, ..., N\} \). Then, each agent has the dynamics as follows:
\[
\begin{align*}
\dot{x}_i(t) &= f(t, x_i(t)) + u_i(t), \quad \text{for} \quad i \in \mathcal{I}_c, \\
x_i(t_{l+1}) &= x_i(t_l) + hf(t_l, x_i(t_l)) + u_i(t_l), \quad \text{for} \quad i \in \mathcal{I}_N \setminus \mathcal{I}_c,
\end{align*}
\] (3.44)

where \( h \) is the sampling period, \( x_i \in \mathbb{R} \) and \( u_i \in \mathbb{R} \) are the state and control input of agent \( i \) at time \( t \), respectively. \( f(\cdot, \cdot) \) is a nonlinear function. The initial conditions are \( x_i(0) = x_{i0} \), and \( x(0) = [x_{10}, x_{20}, ..., x_{N0}]^T \).

In this work, we assume that all agents can update their states and interact with their neighbours only at the sampling time \( t = t_k \). Thus, the impulsive consensus protocols can be described as follows:
\[
\begin{align*}
u_i(t) &= \sum_{k=1}^{\infty} \delta(t - t_k)B_k \sum_{j \in \mathcal{N}_i} a_{ij}(x_j(t) - x_i(t)), \quad \text{for} \quad i \in \mathcal{I}_c, \\
u_i(t_l) &= \sum_{k=1}^{\infty} \delta(t_l - t_k)C_k \sum_{j \in \mathcal{N}_i} a_{ij}(x_j(t_l) - x_i(t_l)), \quad \text{for} \quad i \in \mathcal{I}_N \setminus \mathcal{I}_c.
\end{align*}
\] (3.45)
where \( B_k \in \mathbb{R}^{N \times N} \) and \( C_k \in \mathbb{R}^{N \times N} \) are impulsive matrices to be determined later. The discrete time instant \( t_k \) satisfy

\[
0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots \quad \text{and} \quad \lim_{k \to \infty} t_k = \infty,
\]

\( \delta(t) \) is the Dirac delta function.

To establish our main results, the following assumptions are provided:

(A1) For any \( x(t), y(t) \in \Omega \subset \mathbb{R}^n \), there exists a constant \( \beta \), such that

\[
(x(t) - y(t))^T (f(t, x(t)) - f(t, y(t))) \leq \beta (x(t) - y(t))^T (x(t) - y(t)),
\]

where \( \Omega \) is a bounded set.

(A2) There exist two constants \( \tau_1 \) and \( \tau_2 \) such that

\[
0 < \tau_1 \leq t_k - t_{k-1} \leq \tau_2 < \infty, \quad k \in \mathbb{N}_+.
\]

(A3) There exist some constants \( 0 < \alpha_k < 1 \) and \( 0 < \gamma < 1 \) such that

\[
(1 - \alpha_k) \mathcal{L} - 2b_k \mathcal{L} \mathcal{L} + (b_k)^2 \mathcal{L} \mathcal{L} \mathcal{L} \leq 0
\]

and

\[
\alpha_k e^{\beta(t_k - t_{k-1})} \leq \gamma < 1, \quad k \in \mathbb{N},
\]

where \( \mathcal{L} \) is the Laplacian matrix of \( G_c \cup G' \).

(A4) There exist some constants \( \alpha > 0 \) such that

\[
(f(k, x(k)) - f(k, y(k))) \leq \alpha (x(k) - y(k)), \quad k \in \mathbb{N},
\]

where \( f(\cdot) \) is a nonlinear function.

**Theorem 3.5.1.** Let \( G \) be a directed connected communication network of the hybrid multi-agent system (3.44). Assume that the assumptions (A1)-(A4) hold. Then, the multi-agent system (3.44) with the protocol (3.45) reaches consensus if \( G_c \cup G' \) and \( G_d \cup G' \) are both balanced and contain a spanning tree.

**Proof.** Assume that a digraph \( G_c \cup G' \) and \( G_d \cup G' \) both balanced and contain spanning tree. For \( i \in I_c \), it can be seen that the system (3.44) with the protocol (3.45) can be described as an impulsive system on the communication network \( G_c \cup G' \) with \( r \) nodes, where \( |G_c \cup G'| = r \leq N \). WLOG, we assume that all DT agents have a communication with some CT agents. Thus, \( r = N \). For simplicity, in the following we choose \( B_k = b_k \mathbf{I}, k \in \mathbb{N} \) and the dynamics of agents can be described as follows:

\[
\begin{align*}
\dot{x}_i(t) &= f(t, x_i(t)), \\
\Delta x_i(t_k) &= b_k \sum_{j \in N_i} a_{ij} (x_j(t^-_k) - x_i(t^-_k)),
\end{align*}
\]

\( t \neq t_k, \quad k \in \mathbb{N}. \) (3.46)
Let $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$, then the system (3.46) can be written as

$$
\begin{align*}
\dot{x}(t) &= F(t, x(t)), \quad t \neq t_k, \\
\Delta x(t_k) &= (-b_k L)x(t_k^-), \quad k \in \mathbb{N},
\end{align*}
$$

(3.47)

where $F(t, x(t)) = (f(t, x_1(t)), f(t, x_2(t)), \ldots, f(t, x_N(t)))^T$. Then, we have

$$
\begin{align*}
\dot{x}(t) &= F(t, x(t)), \quad t \neq t_k, \\
x(t_{k}^+) &= (I - b_k L)x(t_k^-), \quad k \in \mathbb{N},
\end{align*}
$$

(3.48)

where $L$ is the Laplacian matrix of $G_c \cup G'$.

Let $V_i(x(t)) = \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t))^T(x_j(t) - x_i(t))$. Consider the Lyapunov function candidate

$$
V(x(t)) = \sum_{i=1}^{N} V_i(x(t))
$$

$$
= \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t))^T(x_j(t) - x_i(t))
$$

$$
= x^T(t)Lx(t).
$$

Taking the Dini derivative of $V(x(t))$ for $t \in [t_{k-1}, t_k)$, $k \in \mathbb{N}$, by the assumption (A1), we obtain

$$
D^+V(x(t)) = \sum_{i=1}^{N} D^+ V_i(x(t))
$$

$$
= 2 \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t))^T(\dot{x}_j(t) - \dot{x}_i(t))
$$

$$
= 2 \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t))^T(f(t, x_j(t)) - f(t, x_i(t)))
$$

$$
\leq 2\beta \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(x_j(t) - x_i(t))^T(x_j(t) - x_i(t))
$$

$$
= 2\beta V(x(t)).
$$
Then

\[ V(x(t)) \leq e^{2\beta(t-t_k-1)}V(x(t_{k-1}^+)),\quad t \in [t_{k-1}, t_k), k \in \mathbb{N}_+. \] (3.49)

On the other hand, when \( k \in \mathbb{N}_+ \), by the assumption (A3), we have

\[
V(x(t_k^+)) = x^T(t_k^+)Lx(t_k^+)
= x^T(t_k^-)[(1 - \alpha_k)\mathcal{L} - 2b_k\mathcal{L}\mathcal{L} + (b_k)^2\mathcal{L}\mathcal{L}\mathcal{L}]x(t_k^-)
= x^T(t_k^-)[(1 - \alpha_k)\mathcal{L} - 2b_k\mathcal{L}\mathcal{L} + (b_k)^2\mathcal{L}\mathcal{L}\mathcal{L} - \alpha_k\mathcal{L}]x(t_k^-) + \alpha_kx^T(t_k^-)Lx(t_k^-)
\leq \alpha_k V(x(t_k^-)).
\]

By mathematical induction, one obtains that, for \( t \in [t_{k-1}, t_k), k \in \mathbb{N}_+, k \geq 2, \)

\[
V(x(t)) \leq e^{2\beta(t-t_k-1)} \prod_{i=1}^{k-1} \alpha_j e^{2\beta(t_j-t_{j-1})} V(x(t_0^+)). \quad (3.50)
\]

It follows from (A2) and (A3) that

\[ V(x(t)) \leq e^{2|\beta|t_2 \gamma^k} V(x(t_0^+)), \quad t \in [t_{k-1}, t_k), k \in \mathbb{N}_+, k \geq 2. \]

Hence, \( V(x(t)) \to 0 \) as \( t \to \infty \). Since \( G \) is connected, one obtains that

\[
\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0, \quad \forall i, j \in I_c.
\]

Next, we will show that

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \forall i, j \in I_N.
\]

The proof can be separated into three cases as follows:

**Case 1.** If \( i, j \in I_c \), the above discussion gives

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \forall i, j \in I_c.
\]

**Case 2.** If \( i, j \in I_N \setminus I_c \) and \( \{c+1, c+2, \ldots, N\} \), the problem can be simplified by considering the communication network of \( G_d \cup G' \), where \( |G_d \cup G'| = d \leq N \). For simplicity, we assume that all CT agents have communications with some DT agents. Thus, \( |G_d \cup G'| = d = N \).

From (3.44) and protocol (3.45), for each \( i \in I_N \setminus I_c \), we have

\[
x_i(t_{k+1}) = x_i(t_k) + h f(t_i, x_i(t_k)) + \sum_{k=1}^\infty \delta(t_i - t_k)c_k \sum_{j \in N_i} a_{ij}(x_j(t_i) - x_i(t_i)). \quad (3.51)
\]
For simplicity, we choose $C_k = c_k I, k \in \mathbb{N}$. Thus, by the definition of the Dirac delta function, we get

\[
\begin{aligned}
    x_i(t_{i+1}) &= x_i(t_i) + hf(t_i, x_i(t_i)), \quad t_i \neq t_k, \\
    \Delta x_i(t_k) &= hf(t_k, x_i(t_k)) + u_i(t_k), \quad k \in \mathbb{N}.
\end{aligned}
\] (3.52)

Let $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$, then the system (3.52) can be written as

\[
\begin{aligned}
    x(t_{i+1}) &= x(t_i) + hF(t_i, x), \quad t_i \neq t_k, \\
    x(t_{k+1}) &= (I - c_k \mathcal{L}')x(t_k) + hF(t_k, x), \quad k \in \mathbb{N}.
\end{aligned}
\] (3.53)

where $F(t_i, x) = (f(t_i, x_1), f(t_i, x_2), \ldots, f(t_i, x_N))^T$.

It follows from the results of Han [33] that the system (3.53) can achieve exponential consensus, that is, there exist two constants $M_0 > 0$ and $\sigma > 0$ such that

\[
\|x_i(t_k) - x_j(t_k)\| \leq M_0 e^{-\sigma(t_k - t_0)},
\]

which leads to

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \forall i, j \in \mathcal{I}_N \setminus \mathcal{I}_c.
\]

**Case 3.** If $j \in \mathcal{I}_N \setminus \mathcal{I}_c$ and $i \in \mathcal{I}_c$ ( or $i \in \mathcal{I}_N \setminus \mathcal{I}_c$ and $j \in \mathcal{I}_c$), we consider, for $i, l \in \mathcal{I}_c$ and $j \in \mathcal{I}_N \setminus \mathcal{I}_c$,

\[
\begin{aligned}
    \|x_i(t) - x_l(t)\| &\leq \|x_i(t) - x_i(t_k)\| + \|x_i(t_k) - x_j(t_k)\| + \|x_j(t_k) - x_l(t_k)\| \\
    &\quad + \|x_l(t_k) - x_i(t)\|.
\end{aligned}
\]

It follows from **Case 1** that for $i, l \in \mathcal{I}_c$,

\[
\lim_{t \to \infty} \|x_i(t) - x_l(t)\| = 0.
\]

As $t \to \infty$, we have $t_k \to \infty$. Then, we get

\[
\lim_{t_k \to \infty} \|x_i(t) - x_i(t_k)\| = 0 \quad \text{and} \quad \lim_{t_k \to \infty} \|x_i(t_k) - x_l(t)\| = 0,
\]

which gives us $\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0$ and $\lim_{t_k \to \infty} \|x_j(t_k) - x_l(t_k)\| = 0$.

Therefore,

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{for} \ j \in \mathcal{I}_N \setminus \mathcal{I}_c \ \text{and} \ i \in \mathcal{I}_c.
\]
It follows from Case 1,2 and 3 that

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| = 0 \quad \text{for } i, j \in \mathcal{I}_N.
\] (3.54)

This completes the proof. \[\square\]

### 3.6 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of theoretical results in this work. Without loss of generality, we assume that all discrete-time dynamic agents have interactions to some continuous-time dynamic agents and for simplicity, we consider the equidistant impulsive interval \(t_k - t_{k-1} \equiv h\).

**Example 1.** Assume that there are 8 agents consisting of six continuous-time dynamic agents and two discrete-time dynamic agents, denoted by 1 – 6 and 7 – 8, respectively. In the following, all networks with 0 – 1 weights will be needed. Let \(x(0) = [-6 \ 4 \ -2 \ 1 \ -1 \ 2 \ -4 \ 6]^T\) and \(h = 0.3\). The communication network \(\mathcal{G}\) is shown in Figure 3.1, where the dashed lines mean that each agent exchanges information at time \(t = t_k\).

![Figure 3.1: A connected directed network \(\mathcal{G}\).](image)

Consider a communication network \(\mathcal{G}\) in Figure 3.1, it can be seen that \(\mathcal{G}_c \cup \mathcal{G}'\) and \(\mathcal{G}_d \cup \mathcal{G}'\) are balanced and contain a directed spanning tree with \(d_{\text{max}} = 2\). The Laplacian matrix of a network \(\mathcal{G}_c \cup \mathcal{G}'\) is described as following:
\[ \mathcal{L}' = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 2 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 2 & -1 \\
0 & 0 & -1 & 0 & 0 & 0 & -1 & 2
\end{bmatrix}. \]

Choosing the sampling period \( h = 0.3 < 0.5 = (d_{\text{max}})^{-1} \) and by using MATLAB, it is easy to calculate that

\[(1 - \alpha)I - \mathcal{L}' - \mathcal{L}'^T + \mathcal{L}'^T \mathcal{L}' \leq 0,
\]

for some appropriate \( \alpha \). Thus, the assumption (A1) and (A2) are satisfied. By using the consensus protocol (3.4), the state trajectories of all agents are shown in Figure 3.2, which is consistent with the sufficiency of Theorem 3.2.1.

Figure 3.2: The state trajectories of all agents using consensus protocol (3.4) for \( h = 0.3 \).
In addition, it can be seen that if $h = 0.675 > 0.5$, which implies that the condition (A1) is not satisfied, and hence the consensus protocol (3.4) cannot guarantee achieving consensus as shown in Figure 3.3.

![Figure 3.3: The state trajectories of all agents using consensus protocol (3.4) for $h = 0.675$](image)

**Example 2.** Assume that there are 8 agents consisting of six continuous-time dynamic agents and two discrete-time dynamic agents, denoted by $1 - 6$ and $7 - 8$, respectively. In the following, all networks with $0 - 1$ weights will be needed and let $x(0) = [-6 \ 4 \ -2 \ 1 \ -1 \ 2 \ -4 \ 6]^T$. The communication network $\mathcal{G}$ is shown in Figure 3.02, where the dashed lines mean that each agent exchanges information at time $t = t_k$.

![Figure 3.02: A connected undirected network $\mathcal{G}$](image)
It is easy to see that $G_c \cup G'$ and $G_d \cup G'$ are both connected with $d_{\text{max}} = 3$. By choosing the sampling period $h = 0.15 < 0.33 \leq \frac{1}{\max_{i=1}^{n}d_{ii}}$ and for some appropriate $\alpha$ (using MATLAB), we have

$$(1 - \alpha)I - 2L' + L'^T L' \leq 0.$$  

Thus, the assumption (A1) and (A2) hold. According to Theorem 3.2.1, the consensus problems can be solved and the state trajectories of all agents are shown in Figure 3.4.

![Figure 3.4: The state trajectories of all agents using the consensus protocol (3.4) under the communication network $G$ with $h = 0.15.$](image)
Furthermore, if some conditions are not satisfied, the system (3.1) cannot reach consensus under protocol (3.4), for example, pick $h = 0.57 > 0.33$, then the state of agents cannot converge (see Figure 3.5).

![Figure 3.5: The state trajectories of all agents using the consensus protocol (3.4) under the communication network $\mathcal{G}$ with $h = 0.57$.](image)

Next, we will show the effectiveness of Theorem 3.3.1. Consider the networked topology $\mathcal{G}$ which has the dynamics as in Figure 3.02 with $0 - 0.345$ weights and assume that the communication delays process only in the impulsive interval $(t_{k-1}, t_k)$, which implies that there is no delays at the sampling time $t_k$. It can be seen by using MATLAB that there exists positive constants $\alpha, \beta$ such that for all $k \in \mathbb{N}$,

\[ [1 + 2\lambda_2(\hat{L}) + \lambda_2(\mathcal{L}'\mathcal{L}'^T)] \cdot 1.38 \leq \alpha \]

and

\[ \ln[1 + 2\lambda_2(\hat{L}) + \lambda_2(\mathcal{L}'\mathcal{L}'^T)] - \alpha(t_k - t_{k-1}) \geq \beta > 0. \]
If we choose the sampling period $h = 0.2$ and $\tau = 3.4$, then all conditions are satisfied. Hence, by Theorem 3.3.1 under protocol (3.14), the consensus problem is solved and the state of all agents are as in Figure 3.6.

![Figure 3.6: The state trajectories of all agents using the consensus protocol (3.14) for $h = 0.2$ and $\tau = 3.4$.](image)

However, the consensus protocol (3.14) cannot guarantee solving consensus problem if all conditions are not satisfied. For example, choosing $h = 0.5$ and $\tau = 3.4$, obviously the assumption (A1) is not satisfied, and hence the state of agents are shown as in Figure 3.7.
Figure 3.7: The state trajectories of all agents using the consensus protocol (3.14) for $h = 0.5$ and $\tau = 3.4$.

Discussion

In this chapter, consensus problems of hybrid multi-agent systems under fixed topology with and without communication delays have been studied. We assume that all continuous-time dynamic agents communicate with their neighbors and update their own states in real time, while the discrete-time dynamic agents communicate with their neighbors and update their own states at time $t_k$. Firstly, we assume that the hybrid multi-agent system (3.1) described as a graph $\mathcal{G} = \mathcal{G}_c \cup \mathcal{G}_d \cup \mathcal{G}'$, where $\mathcal{G}_c$, $\mathcal{G}_d$, $\mathcal{G}'$ is the communication network of continuous-time dynamic agents, discrete-time dynamic agents, and the interactions between each other, respectively. If the sampling period $0 < h < (d_{\text{max}})^{-1}$, where $h = t_k - t_{k-1}, k \in \mathbb{N}$ and the assumption (A2) holds, Theorem 3.2.1 and protocol (3.4) shows that the hybrid multi-agent system (3.1) reaches consensus if $\mathcal{G}_c \cup \mathcal{G}'$ and $\mathcal{G}_d \cup \mathcal{G}'$ are balanced and contain a spanning tree. Obviously, the protocol (3.4) is a generalization of [132], where the interactions among agents occur only in the sampling time $t_k$ (see Case 1 and Case 2).

Secondly, the impulsive consensus protocol has been introduced to solve consensus problems of hybrid multi-agent systems with communication delays based on the continuous-
time dynamics. Theorem 3.3.1 under the protocol (3.14) shows that the consensus can be guaranteed if the sampling period \(0 < h < (d_{\text{max}})^{-1}\) and the condition \((A2)\) holds. However, if one of conditions in our theorems is not satisfied as showed in the examples, our protocols cannot guarantee consensus.

Finally, the linear and nonlinear hybrid multi-agent systems are introduced in this chapter, and the impulsive consensus protocols have been proposed to solve the consensus problems.
Chapter 4

Scaled consensus of Hybrid multi-agent systems

As one of the fundamental problems in multi-agent coordination, consensus means that all agents reach an agreement on some common features, which can be velocities, positions, attitudes, and many other quantities. In this chapter, we aim to extend the results of [132] to more general problems called scaled consensus problems, where all agents are not necessary to achieve on the same value. In section 4.1, we employ the same methodology as Roy[81] to extend the results of [132] by introducing the scaled consensus protocols for the HMASs with no communication delays. Section 4.2.2 studies scaled consensus problems of MASs under fixed and switched topologies via impulsive protocols. In Section 4.2.3, the scaled consensus problems of HMASs with external perturbations via impulsive mechanism have been investigated. Finally, in Section 4.2.4, we investigate the scaled consensus of MASs with impulsive time delays under fixed and switching topologies.

4.1 Scaled consensus problems in Hybrid multi-agent systems

4.1.1 Problem formulation

Consider the hybrid multi-agent system consists of $n$ agents which are continuous-time and discrete-time dynamic agents, labelled 1 through $n$, where the number of continuous-time dynamic agents is $c$, $c \leq n$. Without loss of generality, we assume that agent 1 through $c$
are continuous-time dynamic agents and the scalar scaled of agent \(i\) is denoted by \(\beta_i, \beta_i \neq 0\). Moreover, \(\mathcal{I}_c = \{1, 2, 3, ..., c\}, \mathcal{I}_n \setminus \mathcal{I}_c = \{c + 1, c + 2, c + 3, ..., n\}\). Then, each agent has the dynamics as follows:

\[
\begin{align*}
\beta_i \dot{x}_i(t) &= u_i(t), & \text{for } i \in \mathcal{I}_c, \\
\beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) + u_i(t_k), & t_k = kh, \quad \text{for } i \in \mathcal{I}_n \setminus \mathcal{I}_c,
\end{align*}
\] (4.1)

where \(h\) is the sampling period, \(x_i \in \mathbb{R}, u_i \in \mathbb{R}\) and \(\beta_i \in \mathbb{R}\setminus\{0\}\) are the state, control input and the scalar scale of agent \(i\), respectively. The initial conditions are \(x_i(0) = x_{i0}\), and \(x(0) = [x_{10}, x_{20}, ..., x_{n0}]^T\).

Moreover, the hybrid multi-agent system (4.1) is modelled as a connected directed graph, where all agents are regraded as the nodes and the interaction between two agents has been represented by the edge in a graph. This implies that \((v_i, v_j) \in \mathcal{E}\) corresponds to an available information link from agent \(i\) to agent \(j\). Besides, each agent updates its current state based on the information received from its neighbours. Furthermore, we suppose that there exists communication behaviour as in hybrid multi-agent system (4.1), that is, there are agent \(i\) and agent \(j\) which make \(a_{ij} > 0\).

**Definition 4.1.1.** Given any scalar scale \(\beta_i \neq 0\) for the agent \(i\), the hybrid multi-agent system (4.1) is said to reach scaled consensus to \((\beta_1, \ldots, \beta_n)\) if for any initial conditions, we have

\[
\lim_{t_k \to \infty} \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\| = 0, \quad \text{for } i, j \in \mathcal{I}_n, \quad (4.2)
\]

and

\[
\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0, \quad \text{for } i, j \in \mathcal{I}_c. \quad (4.3)
\]

**Remark.** If a scalar scale \(\beta_i = 1\) for all \(i\), the scaled consensus can reduce to the standard consensus.

The following Lemma is one of the most important Lemmas that will be used to prove our main results in this thesis.

**Lemma 4.1.1.** Given the scalar scale \(\mathcal{B} = (\beta_1, \beta_2, \ldots, \beta_n), \beta_i \neq 0\). Define \(\beta_{\max} = \max_{1 \leq i \leq n} |\beta_i|, H = \text{diag}\{h_1, h_2, ..., h_n\}\) such that \(0 < h_i < \frac{1}{d_{\max} \beta_{\max}}, i \in \mathcal{I}_n\), and \(|\mathcal{B}| = \text{diag}\{||\beta_1||, ||\beta_2||, ..., ||\beta_n||\}\). If the communication network \(\mathcal{G}\) contains a spanning tree, then \(I_n - H|\mathcal{B}|\mathcal{L}\) is SIA, i.e., there exists a column vector \(y\) such that

\[
\lim_{k \to \infty} [I_n - H|\mathcal{B}|\mathcal{L}]^k = 1_n y^T.
\]
Proof. Since $h \in (0, \frac{1}{d_{\max} \beta_{\max}})$, one obtains

$$
I_n - H|B|L = (I_n - H|B|D) + H|B|A
$$

is a stochastic matrix with positive diagonal entries, where $D = \text{diag}(d_1, \ldots, d_n)$ and $A$ are the degree matrix and adjacency matrix of $G$, respectively. Obviously, for all $i, j \in \mathcal{I}_n$; $i \neq j$, the $(i, j)$th entry of $I_n - H|B|L$ is positive if and only if $a_{ij} > 0$. Then, $G$ is the graph associated with $I_n - H|B|L$. Since $G$ contains a spanning tree, it follows from Lemma 2.6.6 and Lemma 2.6.7 that

$$
\lim_{k \to \infty} [I_n - H|B|L]^k = 1_n y^T
$$

for some $a$ column vector $y$.

\[ \square \]

4.1.2 Consensus results

In this section, the scaled consensus problems of hybrid multi-agent system (4.1) have been studied under two kinds of control inputs (consensus protocols), respectively.

**Case I:** We assume that all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$. Then, the consensus protocol for hybrid multi-agent system (4.1) is defined as follows:

$$
u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } t \in (t_k, t_{k+1}], \quad i \in \mathcal{I}_c$$

$$
u_i(t_k) = h \cdot |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in \mathcal{I}_n \setminus \mathcal{I}_c,
$$

(4.4)

where $A = [a_{ij}]$ is the weighted adjacency matrices associated with the graph $G$, $h = h_i = t_{k+1} - t_k$ for all $i$ is the sampling period.
Theorem 4.1.2. Let $G$ be a directed connected communication network of the hybrid multi-agent system (4.1) and $\beta_i \neq 0$ be any scalar scale of agent $i$. Assume that $0 < h < \frac{1}{d_{\text{max}}\beta_{\text{max}}}$ and $G$ contains a spanning tree. Then, the hybrid multi-agent system (4.1) with the protocol (4.4) reaches scaled consensus to $(\beta_1, \ldots, \beta_n)$.

Proof. Let $\beta_i \neq 0$ be any scalar scale of agent $i$, we first show that equation (4.2) holds. From (4.4) we have, for $t \in (t_k, t_{k+1}]$,

$$
\begin{cases}
\beta_i x_i(t) = \beta_i x_i(t_k) + (t - t_k)|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], & \text{for } i \in I_c \\
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) + h|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], & \text{for } i \in I_n \setminus I_c.
\end{cases}
$$

(4.5)

Therefore, it follows that

$$
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) + h|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_n
$$

(4.6)

Let $x(t_k) = (x_1(t_k), x_2(t_k), \ldots, x_n(t_k))^T \in \mathbb{R}^n$, $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$, $|B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$ and $H = \text{diag}(h_1, h_2, \ldots, h_n)$. Then, equation (4.6) can be written as

$$
B x(t_{k+1}) = [I_n - H|B|L]B x(t_k).
$$

(4.7)

Since $G$ has a directed spanning tree and $0 < h < \frac{1}{d_{\text{max}}\beta_{\text{max}}}$, by Lemma 4.1.1, we have

$$
\lim_{k \to \infty} [I_n - H|B|L]^k = 1_n y^T,
$$

where $y$ is a column vector. Thus

$$
\lim_{k \to \infty} B x(t_k) = \lim_{k \to \infty} [I_n - H|B|L]^k B x(0) = 1_n y^T B x(0).
$$

As a consequence, equation (4.2) holds. Furthermore,

$$
\lim_{t_k \to \infty} \beta_i x_i(t_k) = y^T B x(0) \quad \text{for } i \in I_n.
$$

(4.8)

Now, we will show that

$$
\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0 \quad \text{for } i, j \in I_c.
$$
Consider, for $i, j \in \mathcal{I}_c$ and any $\beta_i \neq 0$,
\begin{align*}
\|\beta_i x_i(t) - \beta_j x_j(t)\| & \leq \|\beta_i x_i(t) - \beta_i x_i(t_k)\| + \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\| \\
& \quad + \|\beta_j x_j(t_k) - \beta_j x_j(t)\|. 
\end{align*}
(4.9)

From equation (4.5), one obtains, for $t \in (t_k, t_{k+1}]$,
\begin{align*}
\|\beta_i x_i(t) - \beta_i x_i(t_k)\| & \leq h |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} \|\beta_j x_j(t_k) - \beta_i x_i(t_k)\|.
\end{align*}

As $t \to \infty$, we have $t_k \to \infty$. Thus,
\begin{align*}
\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_i x_i(t_k)\| = 0 \quad \text{for } i, j \in \mathcal{I}_c.
\end{align*}

Taking the limit as $t \to \infty$ on both sides of equation (4.9), one obtains
\begin{align*}
\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0 \quad \text{for } i, j \in \mathcal{I}_c.
\end{align*}

Furthermore,
\begin{align*}
\lim_{t \to \infty} \beta_i x_i(t) = \lim_{t_k \to \infty} \beta_i x_i(t_k) = y^T B x(0) \quad \text{for } i \in \mathcal{I}_c,
\end{align*}
which implies that equation (4.3) holds. Therefore, the hybrid multi-agent system (4.1) with protocol (4.4) reaches scaled consensus.

\hfill \square

**Case II:** All agents communicate with their neighbours and update their control inputs in a sampling time $t_k$. However, different from **Case I**, we assume that each continuous-time dynamic agent can observe its own state in real time. Then, the consensus protocol for hybrid multi-agent system (4.1) is defined by:
\begin{align*}
\begin{cases}
  u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t)], & \text{for } t \in (t_k, t_{k+1}], \ i \in \mathcal{I}_c \\
  u_i(t_k) = h \cdot |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], & \text{for } i \in \mathcal{I}_n \setminus \mathcal{I}_c,
\end{cases}
\end{align*}
(4.10)

where $\mathcal{A} = [a_{ij}]$ is the weighted adjacency matrices associated with the graph $\mathcal{G}$, $h = h_i = t_{k+1} - t_k$ for all $i$ is the sampling period.
Theorem 4.1.3. Let $G$ be a directed connected communication network of the hybrid multi-agent system (4.1) and $\beta_i \neq 0$ be any scalar scale of agent $i$. Assume that $0 < h < \frac{1}{d_{\max} \beta_{\max}}$ and $G$ contains a spanning tree. Then, the hybrid multi-agent system (4.1) with the protocol (4.10) achieves scaled consensus to $(\beta_1, \ldots, \beta_n)$, where

$$H = diag \left\{ \frac{1 - e^{-\sum_{j=1}^{n} a_{ij} |\beta_i| h}}{\sum_{j=1}^{n} a_{ij} |\beta_i|}, \ldots, \frac{1 - e^{-\sum_{j=1}^{n} a_{cj} |\beta_c| h}}{\sum_{j=1}^{n} a_{cj} |\beta_c|}, h, \ldots, h \right\}.$$ 

Proof. We first show that equation (4.2) holds. From (4.10) we know that for $t \in (t_k, t_{k+1}]$,

$$\begin{cases}
\beta_i x_i(t) = \beta_i x_i(t_k) \\
\quad + |\beta_i| \left( 1 - e^{-\sum_{j=1}^{n} a_{ij} |\beta_i| h} \right) \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \text{ for } i \in I_c \\
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) + h |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \text{ for } i \in I_n \setminus I_c.
\end{cases} \tag{4.11}$$

Accordingly, at time $t_{k+1}$, the states of agents are

$$\begin{cases}
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) \\
\quad + |\beta_i| \left( 1 - e^{-\sum_{j=1}^{n} a_{ij} |\beta_i| h} \right) \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \text{ for } i \in I_c \\
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) + h |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \text{ for } i \in I_n \setminus I_c.
\end{cases} \tag{4.12}$$

Letting $x(t_k) = (x_1(t_k), x_2(t_k), \ldots, x_n(t_k))^T \in \mathbb{R}^n$, $B = diag(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$, $|B| = diag(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$, equation (4.12) can be written as

$$B x(t_{k+1}) = I_n - H |B| \mathcal{L} B x(t_k), \tag{4.13}$$

where $H = diag \left\{ \frac{1 - e^{-\sum_{j=1}^{n} a_{ij} |\beta_i| h}}{\sum_{j=1}^{n} a_{ij} |\beta_i|}, \ldots, \frac{1 - e^{-\sum_{j=1}^{n} a_{cj} |\beta_c| h}}{\sum_{j=1}^{n} a_{cj} |\beta_c|}, h, \ldots, h \right\}$.

Since $\frac{1 - e^{-\sum_{j=1}^{n} a_{ij} |\beta_i| h}}{\sum_{j=1}^{n} a_{ij} |\beta_i|} < \frac{1}{d_{ii} |\beta_i|}$ for $i \in I_c$, and $h < \frac{1}{d_{\max} \beta_{\max}}$, one obtains

$$0 < h_i < \frac{1}{d_{\max} \beta_{\max}}$$

for $H$. Since $G$ has a spanning tree, by Lemma 4.1.1, $I_n - H |B| \mathcal{L}$ is an SIA, i.e., there exists a column vector $y$ such that

$$\lim_{k \to \infty} [I_n - H |B| \mathcal{L}]^k = 1_n y^T.$$
Thus
\[
\lim_{k \to \infty} \mathcal{B}x(t_k) = \lim_{k \to \infty} [I_n - H|\mathcal{B}|^k\mathcal{B}x(0)] = I_n y^T \mathcal{B}x(0).
\]

As a consequence, equation (4.2) holds. Moreover,
\[
\lim_{t_k \to \infty} \mathcal{B}x(t_k) = y^T \mathcal{B}x(0) \quad \text{for} \quad i \in \mathcal{I}_n. \tag{4.14}
\]

Now, we will show that
\[
\lim_{t \to \infty} \|\mathcal{B}x(t) - \mathcal{B}x(t_k)\| = 0 \quad \text{for} \quad i, j \in \mathcal{I}_c. \tag{4.15}
\]

As \(t \to \infty\), we have \(t_k \to \infty\). Thus,
\[
\lim_{t \to \infty} \|\mathcal{B}x_i(t) - \mathcal{B}x_i(t_k)\| = 0 \quad \text{for} \quad i, j \in \mathcal{I}_c. \tag{4.16}
\]

Consider, for \(i, j \in \mathcal{I}_c\) and any \(\beta_i \neq 0\),
\[
\|\mathcal{B}x_i(t) - \mathcal{B}x_j(t)\| \leq \|\mathcal{B}x_i(t) - \mathcal{B}x_i(t_k)\| + \|\mathcal{B}x_i(t_k) - \mathcal{B}x_j(t_k)\| + \|\mathcal{B}x_j(t_k) - \mathcal{B}x_j(t)\|. \tag{4.17}
\]

Thus, by (4.16), we get
\[
\lim_{t \to \infty} \|\mathcal{B}x_i(t) - \mathcal{B}x_j(t)\| = 0 \quad \text{for} \quad i, j \in \mathcal{I}_c. \tag{4.18}
\]

Furthermore,
\[
\lim_{t \to \infty} \mathcal{B}x_i(t) = \lim_{t_k \to \infty} \mathcal{B}x_i(t_k) = y^T \mathcal{B}x(0) \quad \text{for} \quad i \in \mathcal{I}_c,
\]

which implies that equation (4.3) holds. Therefore, the hybrid multi-agent system (4.1) with protocol (4.10) reaches scaled consensus.
4.1.3 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of theoretical results in this work.

Example 1. Assume that there are 8 agents consisting of six continuous-time dynamic agents and two discrete-time dynamic agents, denoted by $1 - 6$ and $7 - 8$, respectively. Let $x(0) = [-6 \ 4 \ -2 \ 1 \ -1 \ 2 \ -4 \ 6]^T$. The communication network $\mathcal{G}$ with $0 - 1$ weights is shown in Figure 4.1, where the dashed lines mean that each agent exchanges information at time $t = t_k$.

![Figure 4.1: A connected directed network $\mathcal{G}$.](image)

Consider a communication network $\mathcal{G}$ in Figure 4.1, it can be seen that $\mathcal{G}$ is balanced and contains a directed spanning tree with $d_{\text{max}} = 2$ and the Laplacian matrix of a network $\mathcal{G}$ as

$$
\mathcal{L} = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 2 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 2 & -1 \\
0 & 0 & -1 & 0 & 0 & 0 & -1 & 2
\end{bmatrix}.
$$
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Let the scalar scales be \((2, -2, 1, -1, 3, 1.5, -2, -1)\), once obtains that \(\beta_{\max} = 3\). Clearly, \(h = 0.02 < (2 \cdot 3)^{-1} = (d_{\max} \beta_{\max})^{-1}\). By using the consensus protocol (4.4), the state trajectories of all agents are shown in Figure 4.2, which is consistent with the sufficiency of Theorem 4.1.2.

Figure 4.2: The state trajectories of all agents using the consensus protocol (4.4) with \(h = 0.02\).
Furthermore, the Figure 4.3 shows the state trajectories of all agents with scalar scales $(2, -2, 1, -1, 3, 1.5, -2, -1)$ using the consensus protocol (4.4) and communication network $G$ with $h = 0.02$.

Figure 4.3: The state trajectories of all agents with scalar scales $(2, -2, 1, -1, 3, 1.5, -2, -1)$ and $h = 0.02$. 
Moreover, if the scalar scale $\beta_i = 1$ for all $i$, the state trajectories of all agents under the consensus protocol (4.4) can be shown as in Figure 4.4.

Figure 4.4: The state trajectories of all agents with scalar scales $\left(1, 1, 1, 1, 1, 1, 1\right)$ and $h = 0.02$.
In addition, if the sampling period $h = 0.4 > 0.33 = (d_{\text{max}}\beta_{\text{max}})^{-1}$ the state trajectories of all agent under the consensus protocol (4.4) are divergent as in Figure 4.5.

![Figure 4.5: The state trajectories of all agents with scalar scales (2, \(-2, 1, -1, 3, 1.5, -2, -1\)) and $h = 0.4$.](image)
Example 2. Assume that there are 8 agents consisting of six continuous-time dynamic agents and two discrete-time dynamic agents, denoted by $1-6$ and $7-8$, respectively. The communication network $G$ with $0-1$ weights is shown in Figure 4.6, where the continuous-time dynamic agents can observe their own state in real time, while the interactions among agents happen in the sampling time $t_k$. It can be seen in Figure 4.6 that a network $G$ is balanced and contains a spanning tree with $d_{max} = 2$. Moreover, the Laplacian matrix of $G$ can be described as following:

\[
L = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 2 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 2 & -1 \\
0 & 0 & -1 & 0 & 0 & 0 & -1 & 2 \\
\end{bmatrix}
\]
Let the initial states of all agents be \( x(0) = [-6 \ 4 \ -2 \ 1 \ -1 \ 2 \ -4 \ 6]^T \) and the scalar scales be \((2, -2, 1, -1, 3, 1.5, -2, -1)\). Thus, \( \beta_{\text{max}} = 3 \) and by selecting the sampling period \( h = 0.02 < (2 \cdot 3)^{-1} = (d_{\text{max}}\beta_{\text{max}})^{-1} \), all conditions of Theorem 4.1.3 are satisfied. Hence, the consensus protocol (4.10) can guarantee reaching scaled consensus of the system and the state trajectories of all agents are shown in Figure 4.7, which is consistent with the sufficiency of Theorem 4.1.3.

Figure 4.7: The state trajectories of all agents using the consensus protocol (4.10) and communication network \( G \) with \( h = 0.02 \).
In addition, the state trajectories of all agents with scalar scales \((2, -2, 1, -1, 3, 1.5, -2, -1)\) using the consensus protocol (4.10) and communication network \(\mathcal{G}\) with \(h = 0.02\) are described as in Figure 4.8.

Figure 4.8: The state trajectories of all agents with scalar scales \((2, -2, 1, -1, 3, 1.5, -2, -1)\) under protocol (4.10) and \(h = 0.02\).
Furthermore, if the scalar scales $\beta_i = 1$ for all $i$, the state trajectories of all agents under the consensus protocol (4.10) with $h = 0.02$ can be described as in Figure 4.9.

Figure 4.9: The state trajectories of all agents with scalar scales $(1, 1, 1, 1, 1, 1, 1)$ and $h = 0.02$. 
Moreover, if the sampling period \( h = 0.42 > 0.33 = (d_{max}\beta_{max})^{-1} \) the state trajectories of all agent under the consensus protocol (4.10) are divergent as in Figure 4.10.

Figure 4.10: The state trajectories of all agents with scalar scales \((2, -2, 1, -1, 3, 1.5, -2, -1)\) under protocol (4.10) with \( h = 0.42 \).
Discussion

In this section, scaled consensus problems for the hybrid multi-agent system (4.1) consisting of directed communication networks have been studied. Two consensus protocols are proposed based on the interactions among agents. Firstly, we assume that the directed communication networks $G$ contains a spanning tree with $0 < h < (d_{max} \beta_{max})^{-1}$ and interactions among agents occur in the sampling time $t_k$. Hence, by Theorem 4.1.2 and protocol (4.4), the hybrid multi-agent system (4.1) achieves scaled consensus to $(\beta_1, \ldots, \beta_n)$. Secondly, assume that the directed communication networks $G$ contains a spanning tree with $0 < h < (d_{max} \beta_{max})^{-1}$ and interactions among agents occur in the sampling time $t_k$ but the continuous-time dynamic agents can observe their own states in real time. By Theorem 4.1.3 and protocol (4.10), we show that the hybrid multi-agent system (4.1) achieves scaled consensus to $(\beta_1, \ldots, \beta_n)$.

Moreover, under the consensus protocols (4.4) and (4.10), we see that if $\beta_i = 1$ for all $i$, the state trajectories of all agents are as in Figure 4.4 and Figure 4.9. This shows that our scaled consensus results are more general than the consensus results of Zheng [132].

In addition, if the sampling period $0 < h < (d_{max} \beta_{max})^{-1}$, Theorem 4.1.2 and Theorem 4.1.3 can guarantee reaching scaled consensus to $(\beta_1, \ldots, \beta_n)$ as shown in Figure 4.2 and Figure 4.7. However, if $h > (d_{max} \beta_{max})^{-1}$, the hybrid multi-agent system (4.1) cannot achieves scaled consensus to $(\beta_1, \ldots, \beta_n)$ under protocols (4.4) and (4.10) as shown in Figure 4.5 and Figure 4.10.
4.2 Scaled consensus problems in Multi-agent systems

In this section, scaled consensus problems of multi-agent systems have been investigated by using impulsive consensus protocols.

4.2.1 Scaled consensus of Nonlinear Multi-agent systems

In this section, we study scaled consensus problems of nonlinear multi-agent systems by using impulsive consensus protocols.

Consider a nonlinear multi-agent system (NMAS) consisting of $N$ agents labelled 1 through $N$. Then, each agent has the dynamics as follows:

$$\beta_i \dot{x}_i(t) = f(t, x_i(t)) + u_i(t), \quad \text{for } i \in \mathcal{I}_N$$ (4.19)

where $\beta_i \neq 0$ is a scalar scaled of agent $i$, $x_i \in \mathbb{R}$ and $u_i \in \mathbb{R}$ are the state and control input of agent $i$ at time $t$, respectively. $f(\cdot)$ is a nonlinear function. The initial conditions are $x_i(0) = x_{i0}$, and $x(0) = [x_{10}, x_{20}, \ldots, x_{N0}]^T$.

In this work, we assume that all agents can update their states and interact with their neighbours only at the sampling time $t = t_k$. Thus, the impulsive consensus protocols can be described as follows:

$$u_i(t) = \sum_{k=1}^{\infty} \delta(t - t_k)B_k|\beta_i| \sum_{j \in N_i} a_{ij}(\beta_j x_j(t) - \beta_i x_i(t)), \quad \text{for } i \in \mathcal{I}_N,$$ (4.20)

where $B_k \in \mathbb{R}^{N \times N}$ is an impulsive matrix to be determined later. The discrete time instant $t_k$ satisfy $0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \ldots$ and $\lim_{k \to \infty} t_k = \infty$, $\delta(t)$ is the Dirac delta function.
**Theorem 4.2.1.** Let $\mathcal{G}$ be a directed connected communication network of the multi-agent system (4.19). The nonlinear multi-agent system (4.19) under protocol (4.20) reaches consensus if the following conditions are satisfied:

(i) $\mathcal{G}$ contains a spanning tree;
(ii) For any $x_i(t), x_j(t) \in \Omega \subset \mathbb{R}^n; i \neq j$ there exists a constant $\gamma > 0$, such that

$$(\beta_i x_i(t) - \beta_j x_j(t))^T (f(t, \beta_i x_i(t)) - f(t, \beta_j x_j(t))) \leq \gamma (\beta_i x_i(t) - \beta_j x_j(t))^T (\beta_i x_i(t) - \beta_j x_j(t));$$

(iii) There exist two constants $\tau_1$ and $\tau_2$ such that $0 < \tau_1 \leq t_k - t_{k-1} \leq \tau_2 < \infty, k \in \mathbb{N}_+$;

(iv) There exist some constants $b_k, 0 < \alpha_k < 1$ and $0 < \eta < 1$ such that

$$(1 - \alpha_k)|B|\mathcal{L} - 2b_k(|B|\mathcal{L})^2 + (b_k)^2(|B|\mathcal{L})^3 \leq 0$$

and

$$\alpha_k e^{\gamma(t_k - t_{k-1})} \leq \eta < 1, k \in \mathbb{N},$$

where $\mathcal{L}$ is the Laplacian matrix of $\mathcal{G}$ and $\Omega$ is a bounded set.

**Proof.** Let $B_k = b_k I_N$, where $b_k$ is a constant. Then, the system (4.19) with protocol (4.20) can be written as

$$\begin{cases}
\dot{x}_i(t) = f(t, x_i(t)), \\
\Delta x_i(t_k) = b_k |\beta_i| \sum_{j \in N_i} a_{ij}(\beta_j x_j(t_k^-) - \beta_i x_i(t_k^-)), \\
\end{cases} \quad t \neq t_k, \quad k \in \mathbb{N}. \tag{4.21}$$

Let $Bx(t) = [\beta_1 x_1(t), \beta_2 x_2(t), \ldots, \beta_N x_N(t)]^T$, $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_N) \in \mathbb{R}^{N \times N}$, $H = \text{diag}(h_1, h_2, \ldots, h_N)$, and $|B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_N|) \in \mathbb{R}^{N \times N}$ then the system (4.21) can be written as

$$\begin{cases}
B\dot{x}(t) = F(x(t), t), \\
\Delta Bx(t_k) = (-b_k |B|\mathcal{L})Bx(t_k^-), \\
\end{cases} \quad t \neq t_k, \quad k \in \mathbb{N}, \tag{4.22}$$

where $F(t, x(t)) = (f(t, x_1(t)), f(t, x_2(t)), \ldots, f(t, x_N(t)))^T$. Then, we have

$$\begin{cases}
B\dot{x}(t) = F(t, x(t)), \\
Bx(t_k^+) = (I_N - b_k |B|\mathcal{L})Bx(t_k^-), \\
\end{cases} \quad t \neq t_k, \quad k \in \mathbb{N}. \tag{4.23}$$
Let $V_i(t) := V_i(Bx(t)) = |\beta_i| \sum_{j \in N_i} a_{ij}(\beta_jx_j(t) - \beta_ix_i(t))^T (\beta_jx_j(t) - \beta_ix_i(t))$. Consider the Lyapunov function candidate

$$V(t) = \sum_{i=1}^{N} V_i(t)$$

$$= |\beta_i| \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(\beta_jx_j(t) - \beta_ix_i(t))^T (\beta_jx_j(t) - \beta_ix_i(t))$$

$$= (Bx(t))^T(|B|\mathcal{L})(Bx(t)).$$

Taking the Dini derivative of $V(t)$ for $t \in [t_{k-1}, t_k), k \in \mathbb{N}_+$, by condition $(ii)$, one obtains

$$D^+V(t) = \sum_{i=1}^{N} D^+V_i(t)$$

$$= 2|\beta_i| \sum_{i=1}^{N} \sum_{j \in N_i} a_{ij}(\beta_jx_j(t) - \beta_ix_i(t))^T (\beta_j\dot{x}_j(t) - \beta_i\dot{x}_i(t))$$

$$\leq 2\gamma V(t).$$

Then

$$V(x(t)) \leq e^{2\gamma(t-t_{k-1})}V(t_{k-1}^+) \quad t \in [t_{k-1}, t_k), k \in \mathbb{N}_+. \quad (4.24)$$

On the other hand, when $k \in \mathbb{N}_+$, by the condition $(iv)$, we have

$$V(t_k^+) = (Bx(t_k^+))^T|B|\mathcal{L}(Bx(t_k^+))$$

$$= (Bx(t_k^-))^T[(1 - \alpha_k)|B|\mathcal{L} - 2b_k(|B|\mathcal{L})^2 + (b_k)^2(|B|\mathcal{L})^3](Bx(t_k^-))$$

$$= (Bx(t_k^-))^T[(1 - \alpha_k)|B|\mathcal{L} - 2b_k(|B|\mathcal{L})^2 + (b_k)^2(|B|\mathcal{L})^3 - \alpha_k|B|\mathcal{L}(Bx(t_k^-))$$

$$+ \alpha_k(Bx(t_k^-))^T|B|\mathcal{L}(Bx(t_k^-))$$

$$\leq \alpha_k V(t_k^-).$$

By mathematical induction, one obtains that, for $t \in [t_{k-1}, t_k), k \in \mathbb{N}_+, k \geq 2$,

$$V(t) \leq e^{2\gamma(t-t_{k-1})} \prod_{i=1}^{k-1} \alpha_j e^{2\gamma(t_j-t_{j-1})} V(x(t_0^+)). \quad (4.25)$$
It follows from the conditions (iii) and (iv) that
\[ V(t) \leq e^{2|\beta|_2 \eta} k V(t_0^+), \quad t \in [t_{k-1}, t_k), k \in \mathbb{N}_+, k \geq 2. \]
Hence, \( V(x(t)) \to 0 \) as \( t \to \infty \). Since \( G \) is connected, one obtains that
\[ \lim_{t \to \infty} \| \beta_i x_i(t) - \beta_j x_j(t) \| = 0, \forall i, j \in \mathcal{I}_N. \]

4.2.2 Scaled consensus of Multi-agent systems

In this section, scaled consensus problems of directed multi-agent systems with fixed and switching topologies have been studied.

**Fixed topology**

Consider a multi-agent system consists of \( n \) agents which are continuous-time dynamic agents, labelled 1 through \( n \), and let \( \mathcal{I}_n = \{ 1, 2, 3, ..., n \} \). Then, the dynamics of each agent with a scalar scale can be described as follows:
\[ \beta_i \dot{x}_i(t) = u_i, \quad \text{for } i \in \mathcal{I}_n, \]
where \( \beta_i \neq 0 \), \( x_i \in \mathbb{R} \) and \( u_i \in \mathbb{R} \) are the scalar scale, state and control input of agent \( i \), respectively. The initial conditions are \( x_i(0) = x_{i0} \), and \( x(0) = [x_{10}, x_{20}, ..., x_{n0}]^T \).

**Definition 4.2.1.** Given any scalar scale \( \beta_i \neq 0 \) for the agent \( i \), the multi-agent system (4.26) is said to reach scaled consensus to \((\beta_1, \ldots, \beta_n)\) if for any initial conditions,
\[ \lim_{t \to \infty} \| \beta_i x_i(t) - \beta_j x_j(t) \| = 0, \quad \forall i, j \in \mathcal{I}_n. \]

**Remark.** It can be seen that the scaled consensus problem is more general than the usual consensus problems, that is, if \( \beta_i = 1 \) for all \( i \), then the scaled consensus problem can reduce to the standard consensus problems that have been studied in [18, 97, 98, 40, 104, 8, 6, 74, 80, 27, 79].

Assuming that the multi-agent system (4.26) has been modelled as a connected digraph \( G = (\mathcal{V}, \mathcal{E}, \mathcal{A}) = G^c \cup G^d \), where \( G^c = (\mathcal{V}^c, \mathcal{E}^c, \mathcal{A}) \) and \( G^d = (\mathcal{V}^d, \mathcal{E}^d, \mathcal{A}') \); \( \mathcal{V}^c = \mathcal{V}^d = \mathcal{V} \) are the communication networks of system (4.26) at time \( t \neq t_k \) called 'continuous graph' and
at time $t = t_k$ called 'discrete graph', respectively. Given any scalar scales $\beta_i \neq 0$ for $i = 1, 2, \ldots, n$, the scaled consensus protocol of multi-agent system (4.26) based on the continuous graph and discrete graph is defined as follows: for $t \in (t_{k-1}, t_k)$,

$$u_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t) - \beta_i x_i(t)]$$

$$+ h |\beta_i| \sum_{k=1}^{\infty} \sum_{l \in N_i} a_{il} [\beta_l x_l(t_k) - \beta_i x_i(t_k)] \delta(t(t_k) - t) \delta(t - t_k), \quad \text{for } i \in \mathcal{I}_n,$$

(4.28)

where $\beta_i$ is the scalar scale of agent $i$; $h = t_k - t_{k-1}$ is a sampling period; $\mathcal{A} = [a_{ij}]$ (or $\mathcal{A}' = [a'_{ij}]$) is the weighted adjacency matrices associated with the graph $\mathcal{G}^c$ (or $\mathcal{G}^d$) and $\delta(\cdot)$ is the Dirac delta function. Thus, for each scalar scale $\beta_i \neq 0$, the multi-agent system (4.26) with protocol (4.28) can be written as:

$$\beta_i \dot{x}_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t) - \beta_i x_i(t)]$$

$$+ h |\beta_i| \sum_{k=1}^{\infty} \sum_{l \in N_i} a_{il} [\beta_l x_l(t_k) - \beta_i x_i(t_k)] \delta(t(t_k) - t) \delta(t - t_k), \quad \text{for } i \in \mathcal{I}_n.$$  

(4.29)

By the definition of the Dirac delta function, the system (4.29) can be described as the impulsive system:

$$\begin{cases}
\beta_i \dot{x}_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t) - \beta_i x_i(t)], \quad t \in (t_{k-1}, t_k), \\
\Delta \beta_i x_i(t_k) = h |\beta_i| \sum_{l \in N_i} a_{il} [\beta_l x_l(t_k) - \beta_i x_i(t_k)],
\end{cases}$$

(4.30)

where $\Delta \beta_i x_i(t_k) = \beta_i x_i(t_k^+) - \beta_i x_i(t_k^-)$: $x_i(t_k^+) = \lim_{h \to 0^+} x_i(t_k + h)$ and $x_i(t_k^-) = \lim_{h \to 0^+} x_i(t_k - h)$.

With out loss of generality, we assume that the solution of system (4.30) is left continuous, that is, $\beta_i x_i(t_k^-) = \beta_i x_i(t_k)$ and let $x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n$, $\mathcal{B} = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$, $H = \text{diag}(h_1, h_2, \ldots, h_n)$, and $|\mathcal{B}| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$. Then, the system (4.30) can be written as the form:

$$\begin{cases}
\mathcal{B} \dot{x}(t) = -|\mathcal{B}| \mathcal{L} \mathcal{B} x(t), \quad t \neq t_k, \\
\mathcal{B} x(t_k^+) = \left( \mathcal{I}_n - H|\mathcal{B}|\mathcal{L}' \right) \mathcal{B} x(t_k), \quad k \in \mathbb{N}.
\end{cases}$$

(4.31)
Theorem 4.2.2. Let $G$ be a directed connected communication network of the multi-agent system (4.26) and $\beta_i \neq 0$ be a scalar scale of agent $i$. The multi-agent system (4.26) with protocol (4.28) reaches scaled consensus to $(\beta_1, \ldots, \beta_n)$ if the following conditions are satisfied:

(i) $G^c \cup G^d$ are both balanced and contain a spanning tree;

(ii) $0 < h < \frac{1}{d_{\text{max}} \beta_{\text{max}}}$;

(iii) there exists a constant $0 < \alpha \leq 1$ such that

$$(1 - \alpha)I_n - H|B|\mathcal{L}' - (H|B|\mathcal{L}')^T + \mathcal{L}'^T (H|B|)^2 \mathcal{L}' \leq 0,$$

where $d_{\text{max}} = \max_i \{d_{ii}\}$ and $\beta_{\text{max}} = \max_i \{|\beta_i|\}$, for $i \in \mathcal{I}_n$, $\mathcal{L}'$ is the Laplacian matrix of $G^c \cup G^d$ at $t = t_k$.

Proof. Since $G^c \cup G^d$ is balanced, from the consequence of [18], then $\bar{x} = \text{Ave}(x) = \frac{1}{n} \sum_{j=1}^{n} x_j$ is invariant quantity i.e., $\bar{x}(t) = \bar{x}(0) = \frac{1}{n} \sum_{j=1}^{n} x_j(0)$, which is not true for an arbitrary digraph. The invariant of $\bar{x}$ allows decomposition of $x_i$ for $i = 1, 2, \ldots, n$ as in the following equation:

$$\beta_i \delta_i(t) = \beta_i x_i(t) - \beta_i \bar{x}, \quad t \in (t_{k-1}, t_k],$$

$$\beta_i \delta_i(t_k^+) = \beta_i x_i(t_k^+) - \beta_i \bar{x} \quad \text{and} \quad \beta_i \delta_i(t_k^-) = \beta_i \delta_i(t_k), \quad i = 1, 2, 3, \ldots, n,$$

with initial conditions $x(t_0) = x(0) = [x_{10}, x_{20}, \ldots, x_{n0}]^T$, where $\delta = (\delta_1, \ldots, \delta_n)^T$ is the error vector or disagreement vector. Thus,

$$\begin{cases}
B\delta(t) = -|B|L\delta(t), & t \neq t_k \\
B\delta(t_k^+) = [I_n - H|B|\mathcal{L}'][B\delta(t_k)], & t = t_k, \quad k \in \mathbb{N}.
\end{cases}$$

(4.32)

Consider the Lyapunov function candidate as follows:

$$V(\delta) = (B\delta)^T (B\delta).$$

Let $V(\delta) =: V(\delta(t))$. Since $G^c \cup G^d$ is balanced, by Lemma 2.6.1 [74], we have

$$\hat{\mathcal{L}} = \text{Sym}(\mathcal{L}) = \frac{\mathcal{L} + \mathcal{L}^T}{2}.$$
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and by definition 2.6.2 [15], the total derivation of $V(\delta)$ with respect to (4.32) is
\[
\dot{V}(t) = (B\dot{\delta})^T(B\delta) + (B\delta)^T(B\dot{\delta})
- (B\delta)^T(|B|\mathcal{L})^T + |B|\mathcal{L}(B\delta)
- 2(B\delta)^T(|B|\dot{\mathcal{L}})(B\delta)
\leq -2\lambda_2(|B|\mathcal{L})V(t).
\]

This implies that, for $t \in (t_{k-1}, t_k]$,
\[
V(t) \leq e^{-2\lambda_2(|B|\mathcal{L})(t-t_{k-1})}V(t_{k-1}^+).
\]

On the other hand, when $t = t_{k-1}$, using the fact from the condition (iii) that there exists $0 < \alpha \leq 1$ such that
\[
(1 - \alpha)I_n - H|B|\mathcal{L}' - (H|B|\mathcal{L}')^T + \mathcal{L}'^T(H|B|)^2\mathcal{L}' \leq 0,
\]

one obtains that
\[
V(t_{k-1}^+) = (B\delta)^T(t_{k-1})[I_n - H|B|\mathcal{L}' - (H|B|\mathcal{L}')^T + \mathcal{L}'^T(H|B|)^2\mathcal{L}'](B\delta)(t_{k-1})
- 2\lambda_2(|B|\mathcal{L})V(t_{k-1}).
\]

For $t \in (t_0, t_1]$,
\[
V(t) \leq e^{-2\lambda_2(|B|\mathcal{L})(t-t_0)}V(t_0^+),
\]

which leads to
\[
V(t_1^+) \leq \alpha e^{-2\lambda_2(|B|\mathcal{L})(t_1-t_0)}V(t_0^+).
\]
Similarly, for $t \in (t_1, t_2]$,

$$V(t) \leq e^{-2\lambda_2(\|B\|\hat{\ell})(t-t_1)}V(t_1^+)$$

$$\leq \alpha e^{-2\lambda_2(\|B\|\hat{\ell})(t-t_0)}V(t_0^+).$$

In general, for $t \in (t_{k-1}, t_k]$, we have

$$V(t) \leq \alpha^{k-1}e^{-2\lambda_2(\|B\|\hat{\ell})(t-t_0)}V(t_0^+).$$

Hence,

$$|\delta(t)| \leq \alpha^{(k-1)/2}e^{-\lambda_2|B|\hat{\ell}}|\delta(t_0^+)|, \ t \in (t_{k-1}, t_k].$$

Therefore,

$$\|\beta_i x_i(t) - \beta_i \bar{x}\| \to 0 \text{ as } t \to \infty \quad \text{or} \quad \lim_{t \to \infty} \beta_i x_i(t) = \beta_i \bar{x}, \ \forall i \in I_n.$$ 

This implies that, for $t \in (t_{k-1}, t_k]$,

$$\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0 \quad \text{for} \ i, j \in I_n.$$ 

This completes the proof. \hfill \Box

**Switching topologies**

In this section, the consensus problems of multi-agent systems under switching topologies described by the impulsive systems have been studied. Using similar notations, the scaled consensus protocol for multi-agent system based on the scalar scale $\beta_i \neq 0$ under switching topology is defined as follows: for $t \in (t_{k-1}, t_k]$,

$$u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i(\sigma(t))} a_{ij}(\sigma(t))[\beta_j x_j(t) - \beta_i x_i(t)] + h \cdot |\beta_i| \sum_{k=1}^{\infty} \sum_{l \in \mathcal{N}_i'(s(k))} a_{il}'(s(k))[\beta_l x_l(t) - \beta_i x_i(t)]\delta(t-t_k), \ \text{for} \ i \in I_n, \quad (4.33)$$

where $h = t_k - t_{k-1}$ is a sampling period; $\mathcal{A} = [a_{ij}]$ (or $\mathcal{A}' = [a_{ij}']$) is the weighted adjacency matrices associated with the graph $\mathcal{G}^c$ (or $\mathcal{G}^d$) and $\delta(\cdot)$ is the dirac delta function.
Furthermore, for some \( r, m \in \mathbb{N} \), \( \sigma : [0, \infty) \to \{1, 2, 3, \ldots, r\} \) is a piecewise constant function and \( s : \mathbb{N} \to \{1, 2, 3, \ldots, m\} \) is a constant function called the continuous-time switching signal and discrete-time switching signal, respectively.

In this work, we assume that there is no switching on each impulsive interval, that is, \( \sigma(t) = \sigma(k) \) for \( t \in (t_{k-1}, t_k] \). Consequently, for any \( \beta_i \neq 0 \), the multi-agent system (4.26) with protocol (4.33) can be written as

\[
\begin{aligned}
    \dot{x}_i(t) &= \beta_i \sum_{j \in \mathcal{N}_i(\sigma(k))} a_{ij}(\sigma(k))[x_j(t) - x_i(t)], \quad t \in (t_{k-1}, t_k), \\
    \Delta x_i(t_k) &= h \cdot \beta_i \sum_{l \in \mathcal{N}_i'(s(k))} a_{il}'(s(k))[x_l(t_k) - x_i(t_k)].
\end{aligned}
\]

(4.34)

Let \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n \), \( H = \text{diag}(h_1, h_2, \ldots, h_n) \), and \( |\mathcal{B}| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n} \), the system (4.34) can be written as the form:

\[
\begin{aligned}
    \mathcal{B} \dot{x}(t) &= -|\mathcal{B}| \mathcal{L}(\sigma(k)) \mathcal{B} x(t), \quad t \neq t_k, \\
    \Delta \mathcal{B} x(t) &= -H|\mathcal{B}| \mathcal{L}'_{s(k)} \mathcal{B} x(t), \quad t = t_k, \quad k \in \mathbb{N}.
\end{aligned}
\]

(4.35)

where \( \mathcal{L}(\sigma(k)) \) and \( \mathcal{L}'_{s(k)} \) are the Laplacian matrix of \( \mathcal{G}^c \cup \mathcal{G}^d \). The time sequence \( t_k \) satisfies \( 0 < t_1 < t_2 < t_3 < \cdots < t_k < \cdots \), \( \lim_{t \to \infty} t_k = \infty \). Without loss of generality, we assume that

\[
\lim_{h \to 0^+} x_i(t_k - h) = x_i(t_k),
\]

that is, \( x_i(t_k) \) is left-continuous.

Then, the system (4.35) can be written as

\[
\begin{aligned}
    \mathcal{B} \dot{x}(t) &= -|\mathcal{B}| \mathcal{L}(\sigma(k)) \mathcal{B} x(t), \quad t \neq t_k, \\
    \mathcal{B} x(t_k^+) &= (\mathbf{I}_n - H|\mathcal{B}| \mathcal{L}'_{s(k)}(k)) \mathcal{B} x(t_k), \quad k \in \mathbb{N}.
\end{aligned}
\]

(4.36)

**Theorem 4.2.3.** Let \( \mathcal{G} \) be a directed connected communication network of the multi-agent system (4.26). The multi-agent system (4.26) under protocol (4.33) reaches scaled consensus to \( (\beta_1, \ldots, \beta_n) \) if the following conditions are satisfied:

(i) \( \mathcal{G}^c \cup \mathcal{G}^d \) are both balanced and contain a spanning tree;

(ii) \( 0 < h < \frac{1}{d_{\text{max}} \beta_{\text{max}}} \);

(iii) there exists constants \( 0 < \alpha_i \leq 1 \) such that

\[
(1 - \alpha_i) \mathbf{I}_n - H|\mathcal{B}| \mathcal{L}'_{s(k-1)} - (H|\mathcal{B}| \mathcal{L}'_{s(k-1)})^T + \mathcal{L}'_{s(k-1)}^T \mathcal{L}'_{s(k-1)}(H|\mathcal{B}|)^2 \mathcal{L}'_{s(k-1)} \leq 0,
\]

where \( d_{\text{max}} = \max_i \{d_i\} \) and \( \beta_{\text{max}} = \max_i \{|\beta_i|\} \), for \( i \in \mathcal{I}_n \); \( \mathcal{L}'_{s(k-1)} \) is the Laplacian matrix of \( \mathcal{G}^c \cup \mathcal{G}^d \) at \( t = t_k \).
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Thus, \( \beta \) \( V \) Hence, the total derivation of \( V \) with respect to (4.37) is

\[
\begin{aligned}
\dot{V}(t) &= (B\dot{\delta})(t) + (B\delta)^T(B\delta) \\
&= -\beta_i(x_i(t) - \bar{x}) - \beta_i\bar{x}
\end{aligned}
\]

On the other hand, when \( t = t_{k-1} \), from the condition (iii), there exists \( 0 < \alpha_i \leq 1 \) such that

\[
(1 - \alpha_i)e_I - H|B|L'_s(t_{k-1}) + (H|B|L'_s(t_{k-1}))^T + L'_s(t_{k-1})^T \leq 0.
\]

One obtains that

\[
\begin{aligned}
V(t^+_{k-1}) &= (B\delta)^T(t_{k-1})(e_I - H|B|L'_s(t_{k-1}) + (H|B|L'_s(t_{k-1}))^T + L'_s(t_{k-1})^T \\
&\leq \alpha_s(t_{k-1})(B\delta)(t_{k-1}) \\
&= \alpha_s(t_{k-1})V(t_{k-1}).
\end{aligned}
\]
Then, for \( t \in (t_{k-1}, t_k] \),
\[
V(t) \leq \alpha_{s(1)} \alpha_{s(2)} \cdots \alpha_{s(k-1)} e^{-2\lambda_2(|B|\hat{\mathcal{L}}_{\sigma(k)})(t-t_{k-1})} \cdots e^{-2\lambda_2(|B|\hat{\mathcal{L}}_{\sigma(2)})(t_{1}-t_{0})} V(t_0^+).
\]
Let \( \alpha = \max_k \{\alpha_{s(k)}\} \) and \( \lambda_2(|B|\hat{\mathcal{L}}) = \min_k \{\lambda_2(|B|\hat{\mathcal{L}}_{\sigma(k)})\} \), then we have
\[
V(t) \leq \alpha^{k-1} e^{-2\lambda_2(|B|\hat{\mathcal{L}})(t-t_0)} V(t_0^+).
\]
This implies that, for \( t \in (t_{k-1}, t_k] \),
\[
|\delta(t)| \leq \alpha^{(k-1)/2} e^{-\lambda_2(|B|\hat{\mathcal{L}})(t-t_0)} |\delta(t_0^+)|.
\]
Therefore,
\[
\|\beta_i x_i(t) - \beta_i x_i\| \to 0 \text{ as } t \to \infty \text{ or } \lim_{t \to \infty} \beta_i x_i(t) = \beta_i \bar{x}, \quad \forall i \in \mathcal{I}_n.
\]
This implies that, for \( t \in (t_{k-1}, t_k] \),
\[
\lim_{t \to \infty} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0 \quad \text{for } i, j \in \mathcal{I}_n.
\]

\[\Box\]

**Theorem 4.2.4.** Let \( \mathcal{G} \) be a directed connected communication network of the multi-agent system (4.26) with the sampling period \( 0 < h < (d_{max}^s)^{-1} \). Assume that for \( k = 1, 2, \ldots \) the interval \( (t_{k-1}, t_k] \) are uniformly bounded. Then, the multi-agent system (4.26) under the protocol (4.33) achieves scaled consensus to \( (\beta_1, \ldots, \beta_n) \) if \( \mathcal{G}^c \cup \mathcal{G}^d \) contains a spanning tree.

**Proof.** For any \( t > 0 \), there exists a positive integer \( k \) such that \( t \in (t_{k-1}, t_k] \). Then the solution of (4.36) with initial conditions \( x(t_0) = x(0) \) can be obtained by Mathematical induction: for \( t \in (t_{k-1}, t_k] \),
\[
\mathcal{B}x(t) = e^{-|B|\mathcal{L}_{\sigma(k)}(t-t_{k-1})} (\mathbf{I}_n - H|B|\mathcal{L}'_{s(k-1)}) \times \nonumber
\]
\[
\times e^{-|B|\mathcal{L}_{\sigma(k-1)}(t_{k-1}-t_{k-2})} \cdots (\mathbf{I}_n - H|B|\mathcal{L}'_{s(1)}) e^{-|B|\mathcal{L}_{\sigma(1)}(t_1-t_0)} \mathcal{B}x(0),
\]
and
\[
\mathcal{B}x(t_k^+) = (\mathbf{I}_n - H|B|\mathcal{L}'_{s(k)}) e^{-|B|\mathcal{L}_{\sigma(k)}(t_{k}-t_{k-1})} (\mathbf{I}_n - H|B|\mathcal{L}'_{s(k-1)}) \times \nonumber
\]
\[
\times e^{-|B|\mathcal{L}_{\sigma(k-1)}(t_{k-1}-t_{k-2})} \cdots (\mathbf{I}_n - H|B|\mathcal{L}'_{s(1)}) e^{-|B|\mathcal{L}_{\sigma(1)}(t_1-t_0)} \mathcal{B}x(0).
\]
Since \((t_{k-1}, t_k]\) are uniformly bounded for \(k = 1, 2, \ldots\), then by Lemma 2.6.5 we have 
\(e^{-|\mathcal{B}|\mathcal{L}_\sigma(t_{k-1})} \) is a stochastic indecomposable and aperiodic (SIA) matrix. Furthermore, Lemma 4.1.1 implies that \((\mathbb{I}_n - H|\mathcal{B}|\mathcal{L}'_{s(k)})\) is also SIA because \(0 < h < (d_{\max}^{-1} \beta_{\max}^{-1})^{-1}\) giving the other eigenvalues of \(H|\mathcal{B}|\mathcal{L}'\) are less than 1 except one simple eigenvalue 0. Using the Lemma 2.6.3 and 2.6.4, there exists a column vector \(y\) such that 
\[
\lim_{t \to \infty} e^{-|\mathcal{B}|\mathcal{L}_\sigma(t-t_{k-1})} \cdots (\mathbb{I}_n - H|\mathcal{B}|\mathcal{L}'_{s(1)})e^{-|\mathcal{B}|\mathcal{L}_\sigma(t_{1-t_0})}Bx(0) = 1y^T
\]
and
\[
\lim_{t_k \to \infty} (\mathbb{I}_n - H|\mathcal{B}|\mathcal{L}'_{s(k)})e^{-|\mathcal{B}|\mathcal{L}_\sigma(t_k-t_{k-1})} \cdots (\mathbb{I}_n - H|\mathcal{B}|\mathcal{L}'_{s(1)})e^{-|\mathcal{B}|\mathcal{L}_\sigma(t_{1-t_0})}Bx(0) = 1y^T.
\]

Therefore, the multi-agent network described by system (4.37) reaches scaled consensus to \((\beta_1, \ldots, \beta_n)\).

**4.2.3 Scaled consensus of MASs with external perturbations**

In some practical applications, the external perturbations or noises often exist in communications between agents. In this section, we study scaled consensus problem in MASs with external perturbations. The dynamic of agent \(i\) with a nonzero scalar scale \(\beta_i\) is defined as follows:

\[
\beta_i \dot{x}_i(t) = u_i(t) + w_i(t), \quad \text{for } i \in \mathcal{I}_n
\]

where \(w_i(t)\) is an external disturbance for agent \(i\) and

\[
u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i(\sigma(t))} a_{ij}(\sigma(t)) [\beta_j x_j(t) - \beta_i x_i(t)] + h \cdot |\beta_i| \sum_{k=1}^{\infty} \sum_{l \in \mathcal{N}'_i(s(k))} a'_{il}(s(k)) [\beta_l x_l(t) - \beta_i x_i(t)] \delta(t-t_k), \quad \text{for } i \in \mathcal{I}_n,
\]

where \(t \in (t_{k-1}, t_k]\) and \(\beta_i\) is a nonzero scalar scale of agent \(i\) is the control input.

By the definition of Dirac delta function, (4.38) can be described as

\[
\begin{aligned}
\mathcal{B} \dot{x}(t) &= -|\mathcal{B}|\mathcal{L}_\sigma(t)Bx(t) + \nu(t), \quad t \neq t_k, \\
Bx(t_k^+) &= (\mathbb{I}_n - H|\mathcal{B}|\mathcal{L}'_{s(k)})Bx(t_k), \quad k \in \mathbb{N}
\end{aligned}
\]
where \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \) and \( w(t) = (w_1(t), w_2(t), \ldots, w_n(t))^T \in \mathbb{R}^n \), 
\( H = \text{diag}(h_1, h_2, \ldots, h_n) \), and \( |B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n} \).

To suppress disturbances in the network and make all agents reach consensus, we define an output function \( z_i(t) = \beta_i \eta_i(t) = \beta_i x_i - \beta_i \bar{x}, \ i = 1, 2, \ldots, n \), where \( \bar{x} = \frac{1}{n} \sum_{j=1}^{n} x_j(0) \).

Then, system (4.39) can be described as

\[
\begin{cases}
\mathcal{B} \dot{\eta}(t) = -|B| \mathcal{L}_{\sigma(k)} \mathcal{B} \eta(t) + w(t), & t \neq t_k \\
\mathcal{B} \eta(t_k^+) = (I_n - H|B| \mathcal{L}_{\sigma(k)}') \mathcal{B} \eta(t_k), & t = t_k, \ k \in \mathbb{N} \\
z(t) = \mathcal{B} \eta(t), \\
\mathcal{B} \eta(t_0^+) = \mathcal{B} \eta(0)
\end{cases}
\]

(4.40)

where \( z(t) \) is the controlled output, \( t_0 \geq 0 \) is the initial time and \( \eta = (\eta_1, \eta_2, \ldots, \eta_n)^T \) is an error vector.

For the disturbance signal \( w(\cdot) \in \mathbb{R}^n \), define

\[
\|w\|_T = \left[ \int_0^T \|w(t)\|^2 dt \right]^{1/2} = \left[ \int_0^T w(t)^T w(t) dt \right]^{1/2},
\]

where \( T > 0 \) is an arbitrary constant. Then, \( w(t) \) is said to belong to \( L_2[0, T] \), if \( \|w\|_T < \infty \).

Throughout this work, it is assumed that the disturbance input \( w(t) \in L_2[0, T] \).

Then, the robust \( H_\infty \) problem to be addressed can be formulated to achieve the following objectives:

i) System (4.40) is exponentially stable when \( w(t) = 0 \).

ii) Under the zero-initial condition, the controlled output \( z(t) \) satisfies

\[
\|z(t)\|_T \leq \gamma \|w(t)\|_T,
\]

for any nonzero \( w(t) \in L_2[0, T] \), where \( \gamma > 0 \) is a prescribed scalar. Moreover, the above conditions are often called robust \( H_\infty \) criteria for system (4.40).

**Theorem 4.2.5.** Let \( \mathcal{G} \) be a directed connected communication network of the multi-agent system (4.38) with the sampling period \( 0 < h < (d_{\max} \beta_{\max})^{-1} \). If there exist positive scalars \( \lambda, \gamma, 0 < \alpha_r < 1 \) and positive-definite matrices \( P_i \) such that

\[
\frac{1}{\gamma^2} P_i P_i^T - P_i |B| \mathcal{L}_i - (|B| \mathcal{L}_i)^T P_i + 2\lambda P_i + I_n < 0
\]

(4.41)
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and

\[
\left( \mathbf{I}_n - \mathbf{H}|\mathbf{B}||\mathbf{L}' \right)^T \mathbf{P}_i \left( \mathbf{I}_n - \mathbf{H}|\mathbf{B}||\mathbf{L}' \right) - \alpha_r \mathbf{P}_r \leq 0,
\]

(4.42)

where \( i, r = 1, 2, \ldots, l \) and \( j = 1, 2, \ldots, m \), then, the impulsive system (4.40) satisfies the robust \( H_\infty \) criteria i) and ii).

**Proof.** For the system (4.40), the Lyapunov functions candidate can be defined as

\[
V_{\sigma(k)}(\delta) = (\mathbf{B}\eta)^T \mathbf{P}_{\sigma(k)}(\mathbf{B}\eta),
\]

where \( \mathbf{B} = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n} \) and \( \sigma(k) \in \{1, 2, \ldots, l\} \).

Let \( V_{\sigma(k)} := V_{\sigma(k)}(\eta(t)), \eta =: \eta(t) \) and define

\[
\psi_{\sigma(k)}(t) = \dot{V}_{\sigma(k)} + 2\lambda V_{\sigma(k)}(t) + \|\mathbf{z}\|^2 - \gamma^2 \|\mathbf{w}\|^2.
\]

It follows from (4.40) and (4.41) that

\[
\psi_{\sigma(k)}(t) = (\mathbf{B}\eta)^T \left( - \mathbf{P}_{\sigma(k)}|\mathbf{B}||\mathbf{L}_{\sigma(k)}| - (|\mathbf{B}||\mathbf{L}_{\sigma(k)})^T \mathbf{P}_{\sigma(k)} + 2\lambda \mathbf{P}_{\sigma(k)} + \mathbf{I}_n \right) (\mathbf{B}\eta) + (\mathbf{B}\eta)^T \mathbf{P}_{\sigma(k)} \mathbf{w}(t)
\]

\[
+ \mathbf{w}(t)^T \mathbf{P}_{\sigma(k)}(\mathbf{B}\eta) - \gamma^2 \mathbf{w}(t)^T \mathbf{w}(t)
\]

\[
= - \left( \gamma \mathbf{w}(t) - \frac{1}{\gamma} \mathbf{P}_{\sigma(k)}(\mathbf{B}\eta) \right)^T \left( \gamma \mathbf{w}(t) - \frac{1}{\gamma} \mathbf{P}_{\sigma(k)}(\mathbf{B}\eta) \right)
\]

\[
+ (\mathbf{B}\eta)^T \left( \frac{1}{\gamma^2} \mathbf{P}_{\sigma(k)} \mathbf{P}_{\sigma(k)}^T - \mathbf{P}_{\sigma(k)}|\mathbf{B}||\mathbf{L}_{\sigma(k)}| - (|\mathbf{B}||\mathbf{L}_{\sigma(k)})^T \mathbf{P}_{\sigma(k)} + 2\lambda \mathbf{P}_{\sigma(k)} + \mathbf{I}_n \right) (\mathbf{B}\eta)
\]

\[
\leq (\mathbf{B}\eta)^T \left( \frac{1}{\gamma^2} \mathbf{P}_{\sigma(k)} \mathbf{P}_{\sigma(k)}^T - \mathbf{P}_{\sigma(k)}|\mathbf{B}||\mathbf{L}_{\sigma(k)}| - (|\mathbf{B}||\mathbf{L}_{\sigma(k)})^T \mathbf{P}_{\sigma(k)} + 2\lambda \mathbf{P}_{\sigma(k)} + \mathbf{I}_n \right) (\mathbf{B}\eta)
\]

\[
< 0, \quad t \in (t_{k-1}, t_k].
\]

Namely, for \( t \in (t_{k-1}, t_k] \),

\[
\dot{V}_{\sigma(k)} + 2\lambda V_{\sigma(k)}(t) + \|\mathbf{z}\|^2 - \gamma^2 \|\mathbf{w}\|^2 < 0.
\]

(4.43)

It follows from (4.43) that for \( t \in (t_{k-1}, t_k] \),

\[
\int_{t_{k-1}}^{t_k} \left( \dot{V}_{\sigma(k)} + 2\lambda V_{\sigma(k)}(t) + \|\mathbf{z}\|^2 - \gamma^2 \|\mathbf{w}\|^2 \right) dt < 0.
\]

(4.44)
For any $T \in (t_{k-1}, t_k]$ we denote that

$$
\Lambda_1 = \sum_{i=1}^{k-1} \int_{t_{i-1}}^{t_i} \dot{\mathbf{V}}_{\sigma(i)}(t) dt + \int_{t_{k-1}}^{T} \dot{\mathbf{V}}_{\sigma(k)}(t) dt
$$

$$
\Lambda_2 = \sum_{i=1}^{k-1} \int_{t_{i-1}}^{t_i} 2\lambda \mathbf{V}_{\sigma(i)}(t) dt + \int_{t_{k-1}}^{T} 2\lambda \mathbf{V}_{\sigma(k)}(t) dt
$$

$$
\Lambda_3 = \int_{t_0}^{T} (\|\mathbf{z}\|^2 - \gamma^2 \|\mathbf{w}\|^2) dt.
$$

Applying (4.44) successively on each subinterval from $t_0$ to $T$ with $\eta(t_0) = 0$ gives

$$
\Lambda_1 + \Lambda_2 + \Lambda_3 < 0. \tag{4.45}
$$

It follows (4.42) from

$$
\mathbf{V}_{\sigma(k)}(t_{k-1}^+) - \mathbf{V}_{\sigma(k)}(t_{k-1})
=$$

$$
= (\mathcal{B}\eta(t_{k-1}))^T \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right)^T \mathbf{P}_{\sigma(k)} \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right) (\mathcal{B}\eta(t_{k-1}))
- (\mathcal{B}\eta(t_{k-1}))^T \mathbf{P}_{\sigma(k-1)} (\mathcal{B}\eta(t_{k-1}))
$$

$$
= (\mathcal{B}\eta(t_{k-1}))^T \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right)^T \mathbf{P}_{\sigma(k)} \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right)
- \mathbf{P}_{\sigma(k-1)} \right) (\mathcal{B}\eta(t_{k-1}))
$$

$$
= (\mathcal{B}\eta(t_{k-1}))^T \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right)^T \mathbf{P}_{\sigma(k)} \left( \mathbf{I}_n - \mathbf{H} |\mathcal{B}| \mathcal{L}'_{s(k-1)} \right)
- \alpha_{\sigma(k)} \mathbf{P}_{\sigma(k-1)} \right) (\mathcal{B}\eta(t_{k-1})) + (\mathcal{B}\eta(t_{k-1}))^T \left( \alpha_{\sigma(k)} \mathbf{P}_{\sigma(k-1)} - \mathbf{P}_{\sigma(k-1)} \right) (\mathcal{B}\eta(t_{k-1}))
$$

$$
\leq -(1 - \alpha_{\sigma(k)}) \mathbf{V}_{\sigma(k-1)}(t_{k-1}), \quad k = 1, 2, \ldots
$$

that

$$
\int_{t_0}^{t_1} \dot{\mathbf{V}}_{\sigma(1)}(t) dt + \cdots + \int_{t_{k-2}}^{t_{k-1}} \dot{\mathbf{V}}_{\sigma(k-1)}(t) dt + \int_{t_{k-1}}^{T} \dot{\mathbf{V}}_{\sigma(k)}(t) dt
$$

$$
= \mathbf{V}_{\sigma(k)}(T) - \sum_{i=1}^{k-1} \left( \mathbf{V}_{\sigma(i+1)}(t_{i}^+) - \mathbf{V}_{\sigma(i)}(t_i) \right)
$$

$$
> 0.
$$
Therefore,
\[
\sum_{i=1}^{k-1} \int_{t_{i-1}}^{t_i} \dot{V}_{\sigma(i)}(t)\,dt + \int_{t_{k-1}}^{T} \dot{V}_{\sigma(k)}(t)\,dt + \sum_{i=1}^{k-1} \int_{t_{i-1}}^{t_i} 2\lambda V_{\sigma(i)}(t)\,dt + \int_{t_{k-1}}^{T} 2\lambda V_{\sigma(k)}(t)\,dt > 0.
\]

(4.46)

It follows from (4.45) and (4.46) that
\[
\|z\|_T^2 - \gamma^2 \|w\|_T^2 < 0,
\]
which immediately yields that \(\|z\|_T < \gamma \|w\|_T\).

If \(w = 0\), it follows from (4.43) that
\[
\dot{V}_{\sigma(k)} + 2\lambda V_{\sigma(k)}(t) < 0, \quad t \in (t_{k-1}, t_k]
\]
which implies that for \(t \in (t_{k-1}, t_k]\),
\[
V_{\sigma(k)}(t) \leq V_{\sigma(k)}(t_{k-1})e^{-2\lambda(t-t_{k-1})}.
\]

(4.48)

At time instant \(t = t_k^+\),
\[
V_{\sigma(k+1)}(t_k^+) = (B\eta(t_k))^T(I_n - H|B|L's(k))^{T}P_{\sigma(k+1)}(I_n - H|B|L's(k))(B\eta(t_k))
\]
\[
\leq \alpha_{\sigma(k)} V_{\sigma(k)}(t_k).
\]

(4.49)

The following results come from (4.48) and (4.49). For \(t \in (t_0, t_1]\),
\[
V_{\sigma(1)}(t) \leq V_{\sigma(1)}(t_0^+)e^{-2\lambda(t-t_0)}.
\]

which leads to
\[
V_{\sigma(1)}(t_1) \leq V_{\sigma(1)}(t_0^+)e^{-2\lambda(t_1-t_0)},
\]

and
\[
V_{\sigma(2)}(t_1^+) \leq \alpha_{\sigma(1)} V_{\sigma(1)}(t_1) \leq V_{\sigma(1)}(t_0^+)\alpha_{\sigma(1)}e^{-2\lambda(t_1-t_0)}.
\]

In general, for \(t \in (t_{k-1}, t_k]\),
\[
V_{\sigma(k)}(t) \leq V_{\sigma(1)}(t_0^+)\alpha_{\sigma(1)} \cdots \alpha_{\sigma(k-1)}e^{-2\lambda(t-t_0)}.
\]

That is, system (4.39) is exponentially stable. This completes the proof. \(\square\)
Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of theoretical results in this work.

**Example 1.** Assume that there are 4 agents denoted by $1 \rightarrow 4$ and the initial conditions are denoted by $x(0) = [1 \ 2]^T$. Consider the fixed communication network $\mathcal{G}$ shown in Figure 4.11, where the dashed lines mean that each agent exchanges information at time $t = t_k$.

![Network Diagram](image)

Figure 4.11: A connected directed network $\mathcal{G}$ at time $t \neq t_k$ and $t = t_k$, respectively.

It is obviously that $\mathcal{G}^c \cup \mathcal{G}^d$ is balanced and contain a directed spanning tree with $d_{max} = 1$. Let scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ and choose the sampling period $h = 0.2$, then $h = 0.2 < 0.5 = (\beta_{max} d_{max})^{-1}$ and by using MATLAB, one obtains

$$(1 - \alpha) I_n - H|B|\mathcal{L'} - (H|B|\mathcal{L'})^T + (H|B|)^2 \mathcal{L'}^T \mathcal{L'} \leq 0,$$

for some appropriate $\alpha$. Thus, the assumption $(ii)$ and $(iii)$ are satisfied.
Thus, using Theorem 4.2.2 and consensus protocol (4.28), the scaled consensus problem is solved and the state trajectories of all agents are shown in Figure 4.12.

Figure 4.12: The state trajectories of all agents using scaled consensus protocol (4.28) with scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ for $h = 0.2$. 
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In addition, it can be seen that if \( h = 0.84 > 0.5 \), which implies that the condition \((ii)\) is not satisfied, and hence the consensus protocol (4.28) cannot guarantee achieving scaled consensus to \( \beta = (1 \ 0.4 \ 1.5 \ -2)^T \) as shown in Figure 4.13.

Figure 4.13: The state trajectories of all agents using scaled consensus protocol (4.28) with scalar scales \( \beta = (1 \ 0.4 \ 1.5 \ -2)^T \) for \( h = 0.84 \).
Moreover, if the scalar scales of all agent are equal to one i.e., $\beta_i = 1$ for all $i$, the state trajectories of agents under protocol (4.28) with $h = 0.2$ can be described as in Figure 4.14.

Figure 4.14: The state trajectories of all agents using scaled consensus protocol (4.28) with scalar scales $\beta = (1 \ 1 \ 1 \ 1)^T$ and $h = 0.2$. 
Example 2. Consider the communication networks of the multi-agent system (4.26) with switching topologies consisting of 4 agents denoted by 1 – 4 as shown in Figure 4.15. Assume that the impulse and switching occur simultaneously at the sampling time $t_k$ and the switching happens in order of $\{G_1, G_2, G_3\}$ and $\{G'_1, G'_2\}$, respectively.

![Graphs](image)

Figure 4.15: Switching topologies.

Clearly, each digraph of $\{G_1, G_2, G_3\}$ and $\{G'_1, G'_2\}$ is balanced and contains a spanning tree. Given scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ and the initial conditions $x(0) = [1 \ -1 \ 2 \ -2]^T$, then $\beta_{max} = 2$ and $d_{max} = 1$. 
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\[ \text{Figure 4.15: Switching topologies.} \]

\[ \text{Clearly, each digraph of } \{G_1, G_2, G_3\} \text{ and } \{G'_1, G'_2\} \text{ is balanced and contains a spanning tree. Given scalar scales } \beta = (1 \ 0.4 \ 1.5 \ -2)^T \text{ and the initial conditions } x(0) = [1 \ -1 \ 2 \ -2]^T, \text{ then } \beta_{max} = 2 \text{ and } d_{max} = 1. \] \]
Choosing the sampling period \( h = 0.34 < 0.5 = (\beta_{max} d_{max})^{-1} \) and for some suitable \( \alpha_i \) (using MATLAB), we have

\[
(1 - \alpha_i)I_n - H|\mathcal{B}|\mathcal{L}'_{s(k-1)} - (H|\mathcal{B}|\mathcal{L}'_{s(k-1)})^T + \mathcal{L}'_{s(k-1)}^T(H|\mathcal{B}|)^2 \mathcal{L}'_{s(k-1)} \leq 0.
\]

Thus, the assumption (\( ii \)) and (\( iii \)) hold. Hence, the scaled consensus problem is solved by using protocol (4.33) and the state of all agents are as in Figure 4.16.

Figure 4.16: The state trajectories of all agents using the consensus protocol (4.33) with scalar scales \( \beta = (1 \ 0.4 \ 1.5 \ -2)^T \) and \( h = 0.34 \).
However, if we choose $h = 0.2$ and $\beta = (1 \ 0.5 \ 9.45 \ -2)^T$, it can be seen that the assumption $(ii)$ is not satisfied. This implies that the consensus protocol (4.33) cannot guarantee solving scaled consensus problem if all conditions are not satisfied (see Figure 4.17 for state trajectories).

Figure 4.17: The state trajectories of all agents using the consensus protocol (4.33) with scalar scales $\beta = (1 \ 0.5 \ 9.45 \ -2)^T$ and $h = 0.2$. 
4.2.4 Scaled consensus problems of MASs with impulsive time delays

Fixed topology

In this section, the scaled consensus problems of multi-agent systems under fixed topology have been studied.

Assuming that the multi-agent system (4.26) has been modelled as a connected digraph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) = \mathcal{G}^c \cup \mathcal{G}^d$, where $\mathcal{G}^c = (\mathcal{V}^c, \mathcal{E}^c, \mathcal{A}^c)$ and $\mathcal{G}^d = (\mathcal{V}^d, \mathcal{E}^d, \mathcal{A}^d)$. $\mathcal{V}^c = \mathcal{V}^d = \mathcal{V}$ are the communication networks of system (4.26) at time $t \neq t_k$ called 'continuous graph' and at time $t = t_k$ called 'discrete graph', respectively. Given any scalar scales $\beta_i \neq 0$ for $i = 1, 2, \ldots, n$ and $\mathcal{I}_n = \{1, 2, \ldots, n\}$, the scaled consensus protocol of multi-agent system (4.26) based on the continuous graph and discrete graph is defined as follows: for $t \in (t_{k-1}, t_k)$,

$$u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij}[\beta_j x_j(t) - \beta_i x_i(t)]$$

$$+ h \cdot |\beta_i| \sum_{k=1}^{\infty} \sum_{t \in \mathcal{N}_i'} a'_{il}[\beta_l x_l(t) - \beta_i x_i(t)] \delta(t - t_k), \quad \text{for } i \in \mathcal{I}_n, \quad (4.50)$$

where $\beta_i$ is the scalar scale of agent $i$; $h = t_k - t_{k-1}$ is a sampling period; $\mathcal{A} = [a_{ij}]$ (or $\mathcal{A}' = [a'_{il}]$) is the weighted adjacency matrices associated with the graph $\mathcal{G}^c$ (or $\mathcal{G}^d$); $\tau$ is the time-delay as processing the impulsive information according to graph $\mathcal{G}^d$ and $\delta(\cdot)$ is the dirac delta function.

Thus, for each scalar scale $\beta_i \neq 0$, the multi-agent system (4.26) with protocol (4.50) can be written as:

$$\beta_i \dot{x}_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij}[\beta_j x_j(t) - \beta_i x_i(t)]$$

$$+ h |\beta_i| \sum_{k=1}^{\infty} \sum_{t \in \mathcal{N}_i'} a'_{il}[\beta_l x_l(t) - \beta_i x_i(t)] \delta(t - t_k), \quad \text{for } i \in \mathcal{I}_n. \quad (4.51)$$
By the definition of the delta function, the system (4.51) can be described as the impulsive system:

\[
\begin{align*}
\beta_i \dot{x}_i(t) &= |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t) - \beta_i x_i(t)], \quad t \in (t_{k-1}, t_k), \\
\Delta \beta_i x_i(t_k) &= h|\beta_i| \sum_{l \in \mathcal{N}_i} a'_{il} [\beta_l x_l(t_k - \tau) - \beta_i x_i(t_k - \tau)],
\end{align*}
\]

(4.52)

where \(\Delta \beta_i x_i(t_k) = \beta_i x_i(t_k^+) - \beta_i x_i(t_k^-)\): \(x_i(t_k^+) = \lim_{h \to 0^+} x_i(t_k + h)\) and \(x_i(t_k^-) = \lim_{h \to 0^+} x_i(t_k - h)\).

With out loss of generality, we assume that the solution of system (4.52) is left continuous, that is, \(\beta_i x_i(t_k^-) = \beta_i x_i(t_k)\) and let \(x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n\), \(\mathcal{B} = diag(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}\), \(H = diag(h_1, h_2, \ldots, h_n)\), and \(|\mathcal{B}| = diag(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}\). Then, the system (4.52) can be written as the form:

\[
\begin{align*}
\mathcal{B} \dot{x}(t) &= -|\mathcal{B}| \mathcal{L} \mathcal{B} x(t), \quad t \neq t_k, \\
\mathcal{B} x(t_k^+) &= (I_n - H|\mathcal{B}|\mathcal{L}' ) \mathcal{B} x(t_k - \tau), \quad k \in \mathbb{N}.
\end{align*}
\]

(4.53)

To establish our main results, the following assumptions are provided:

(A1) \(e^{-|\mathcal{B}|\mathcal{L} \tau} - H|\mathcal{B}|\mathcal{L}'\) is a stochastic matrix with positive diagonal entries;

(A2) \(\mathcal{G}^c \cup \mathcal{G}^d\) contains a spanning tree,

where \(\mathcal{L}'\) is the Laplacian matrix of \(\mathcal{G}^c \cup \mathcal{G}^d\) at \(t = t_k\).

**Theorem 4.2.6.** Let \(\mathcal{G}\) be a directed connected communication network of the multi-agent system (4.26) with the sampling period \(0 < h < (d_{\max} \beta_{\max})^{-1}\). Assume that the assumption (A1) and (A2) hold and for \(k = 1, 2, \ldots\) the interval \((t_{k-1}, t_k)\) are uniformly bounded, that is, there exist positive constants \(t_{\min}\) and \(t_{\max}\) such that \(t_{\min} \leq t_k - t_{k-1} \leq t_{\max}\). Then, the multi-agent system (4.26) under the protocol (4.50) reaches scaled consensus to \((\beta_1, \ldots, \beta_n)\).

**Proof.** For any initial conditions \(x(t_0) = x(0)\) and for \(t > 0\), the solution of system (4.53) is as the form (by Mathematical induction):

\[
\mathcal{B} x(t) = e^{-|\mathcal{B}|\mathcal{L}(t-t_{k-1})} \left( e^{-|\mathcal{B}|\mathcal{L} \tau} - H|\mathcal{B}|\mathcal{L}' \right) \times e^{-|\mathcal{B}|\mathcal{L}(\Delta t_{k-1} - \tau)} \cdots \left( e^{-|\mathcal{B}|\mathcal{L} \tau} - H|\mathcal{B}|\mathcal{L}' \right) e^{-|\mathcal{B}|\mathcal{L}(\Delta t_1 - \tau)} \mathcal{B} x(0),
\]

(4.54)

where \(t \in [t_{k-1}, t_k)\) and \(\Delta t_i = t_i - t_{i-1}\).

It can be seen that the protocol (4.50) solves scaled consensus problems if and only if \(\mathcal{B} x(t) \to 1\xi\) as \(t \to \infty\), for some \(\xi \in \mathbb{R}\).
Next, we will show that $Bx(t) \to 1\xi$ as $t \to \infty$ is equivalent to $G^e \cup G^d$ containing a spanning tree.

Since $e^{-|B|L}t$ is a stochastic matrix with positive diagonal entries (SPD) for any $t > 0$. Furthermore, for any $t > 0$,

$$(e^{-|B|L}t - H|B|L')e^{-|B|L}t \geq c\left[(e^{-|B|L}t - H|B|L') + e^{-|B|L}t\right],$$

where $c$ is a positive constant. In addition, from (A1), $(e^{-|B|L}t - H|B|L')$ is SPD, and hence

$$(e^{-|B|L}t - H|B|L')e^{-|B|L}t$$

is also SPD when $t > 0$.

Next, we claim that $(e^{-|B|L}t - H|B|L')e^{-|B|L}t$ has a spanning tree. Let $d_{\text{max}} = \max\{d_i\}$ and $M = d_{\text{max}}I_n - |B|L$, then for each $i \neq j$, the $(i, j)\text{th}$ entry of $M$ is $a_{ij}$ which implies the graph $G^c$ and $M$ have the same edge set. For any $t > 0$, there exists $\rho > 0$ such that $e^{-|B|L}t = e^{-d_{\text{max}}t}e^{\Delta t} \geq \rho M$, and hence the edge set of $G^c$ is a subset of the edge set of a graph associated with $e^{-|B|L}t$.

On the other hand, the graph of $G^d$ and the graph of $H|B|L'$ share the same edge set. Hence, the union of $G^c$ and $G^d$ has a spanning tree. Therefore, $(e^{-|B|L}t - H|B|L')e^{-|B|L}t$ contains a spanning tree.

Based on the above discussion, we have shown that $(e^{-|B|L}t - H|B|L')e^{-|B|L}t$, for $t > 0$ is SPD and the graph of it contains a spanning tree. Thus, by Lemma 2.6.1 and Lemma 2.6.3, $(e^{-|B|L}t - H|B|L')e^{-|B|L}t$ is SIA.

Let $\Xi = \{(e^{-|B|L}t - H|B|L')e^{-|B|L}t : t \in [t_{\text{min}}, t_{\text{max}}]\}$. Since the time interval $[t_{k-1}, t_k]$ are uniformly bounded, for $k \in \mathbb{N}$, then $\Xi$ is compact and all of its elements are SIA matrices. Thus, there exists a column vector $y$ such that

$$\lim_{k \to \infty} (e^{-|B|L}t - H|B|L')e^{-|B|L}(\Delta t_{k-1} - \tau) \ldots (e^{-|B|L}t - H|B|L')e^{-|B|L}(\Delta t_1 - \tau) = 1_n y^T.$$ 

Since $e^{-|B|L}(t-t_{k-1})$ is a stochastic matrix, we have $e^{-|B|L}(t-t_{k-1})1_n = 1_n$. Thus, for any $t - t_{k-1} \in [t_{\text{min}}, t_{\text{max}}]$,

$$\lim_{t \to \infty} e^{-|B|L}(t-t_{k-1}) (e^{-|B|L}t - H|B|L')e^{-|B|L}(\Delta t_{k-1} - \tau) \ldots (e^{-|B|L}t - H|B|L')e^{-|B|L}(\Delta t_1 - \tau) Bx(0) = 1_n y^T Bx(0).$$
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Multiplying both sides of (4.56) by adjacency matrices associated with the graph $G$ defined as above and $\delta$ where $\sigma$: $[0, \infty)$ with protocol (4.55) can be written as $\sigma$, respectively.

$a$ constant function called the continuous-time switching signal and discrete-time switching topology is defined as follows: for $t \in (t_k - 1, t_k]$,

$$u_i(t) = |\beta_i| \sum_{j \in N_i(\sigma(t))} a_{ij}(\sigma(t))[\beta_jx_j(t) - \beta_ix_i(t)]$$

$$+ h \cdot |\beta_i| \sum_{k=1}^{\infty} \sum_{l \in N_i'(s(k))} a_{il}'(s(k))[\beta_lx_l(t - \tau) - \beta_ix_i(t - \tau)]\delta(t - k), \text{ for } i \in \mathcal{I}_n,$$

(4.55)

where $h = t_k - t_{k-1}$ is a sampling period; $A = [a_{ij}]$ (or $A' = [a_{ij}']$) is the weighted adjacency matrices associated with the graph $G^c$ (or $G^d$); $\text{sgn}(\cdot)$ is the signum function defined as above and $\delta(\cdot)$ is the dirac delta function. Furthermore, for some $r, m \in \mathbb{N}$, $\sigma: [0, \infty) \to \{1, 2, 3, \ldots, r\}$ is a piecewise constant function and $s : \mathbb{N} \to \{1, 2, 3, \ldots, m\}$ is a constant function called the continuous-time switching signal and discrete-time switching signal, respectively.

In this work, we assume that there is no switching on each impulsive interval, that is, $\sigma(t) = \sigma(k)$ for $t \in (t_{k-1}, t_k]$. Consequently, for any $\beta_i \neq 0$, the multi-agent system (4.26) with protocol (4.55) can be written as

$$\begin{cases}
\dot{x}_i(t) = |\beta_i| \sum_{j \in N_i(\sigma(k))} a_{ij}(\sigma(k))[\beta_jx_j(t) - \beta_ix_i(t)], & t \in (t_{k-1}, t_k], \\
\Delta x_i(t_k) = h \cdot |\beta_i| \sum_{l \in N_i'(s(k))} a_{il}'(s(k))[\beta_lx_l(t_k - \tau) - \beta_ix_i(t_k - \tau)],
\end{cases}$$

(4.56)

Multiplying both sides of (4.56) by $\beta_i$ and letting $x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n$, $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$, $H = \text{diag}(h_1, h_2, \ldots, h_n)$, and $|B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$, the system (4.56) can be written as the form:

$$\begin{cases}
\dot{B}x(t) = -|B| \mathcal{L}_\sigma(k) Bx(t), & t \neq t_k, \\
\Delta Bx(t) = -H|B| \mathcal{L}_s'(k) Bx(t - \tau), & t = t_k, \quad k \in \mathbb{N},
\end{cases}$$

(4.57)
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where $L_{\sigma(k)}$ and $L'_{s(k)}$ are the Laplacian matrix of $G^c \cup G^d$ at the impulse instant $t_k$. The time sequence $t_k$ satisfies $0 < t_1 < t_2 < t_3 < \cdots < t_k < \cdots$, $\lim_{t \to \infty} t_k = \infty$. Without loss of generality, we assume that $\lim_{h \to 0^+} x_i(t_k - h) = x_i(t_k)$, that is, $x_i(t_k)$ is left-continuous. Then, the system (4.57) can be written as

$$\begin{cases}
B \dot{x}(t) = -|B|L_{\sigma(k)}Bx(t), & t \neq t_k; \\
Bx(t_k^+) = (I_n - H|B|L'_{s(k)})Bx(t_k - \tau), & k \in \mathbb{N}.
\end{cases} \tag{4.58}$$

Now, we are in the position to introduce our main result.

**Theorem 4.2.7.** Let $G$ be a directed connected communication network of the multi-agent system (4.26) with $0 < h < (d_{\max}(\beta_{\max})^{-1}$. The switched multi-agent system (4.58) under the protocol (4.55) is said to reach scaled consensus to $(\beta_1, \ldots, \beta_n)$ if the following conditions are satisfied:

(i) $G^c \cup G^d$ is balanced and contains a spanning tree;

(ii) $D_{ij} := e^{-|B|L_{\sigma}(t_i)} - H|B|L'_{j}$ is a stochastic matrix with positive diagonal entries, where $L'$ is the Laplacian matrix of $G^c \cup G^d$ at $t = t_k$;

(iii) there exist positive constants $t_{\min}$ and $t_{\max}$ such that $t_{\min} \leq t_k - t_{k-1} \leq t_{\max}$ and $\tau_{\sigma(k)} < t_k - t_{k-1}$ for $k = 1, 2, \ldots$;

(iv) there exists a subsequence $t_{kj} \subseteq t_k$ such that $(t_{k-1}, t_k]$ for $j \in \mathbb{N}$ are uniformly bounded from above.

**Proof.** Condition (ii) implies that initial conditions $x(0) = x_0$ is well-defined for system (4.58) and it can be obtained from condition (iii) that there exists a positive constant $T$ such that $t_{kj} - t_{kj-1} \leq T$ for all $j \in \mathbb{N}$. Then, for any interval $(t_{kj-1}, t_{kj}]$, the following matrix

$$\prod_{i=k_{j-1}+1}^{k_j} D_{\sigma(t_i), s(i)} e^{-|B|L_{\sigma(t_i)}(\Delta(t_i)-\tau_{s(i)})} \tag{4.59}$$

is a product of finite number of matrices.

Following the similar argument in Theorem 4.2.6, we have the matrix (4.59) is SIA since the union of graphs across the interval $(t_{kj-1}, t_{kj}]$ has a spanning tree. Next, define the following set

$$\Omega = \left\{ \prod_{i=1}^{l} D_{p_i,q_i} e^{-|B|L_{p_i}(\Delta_i-\tau_{q_i})} \big| l \in \mathbb{Z}, 1 \leq l \leq T/t_{\min}, \Delta_i \in [t_{\min}, t_{\max}] \text{ for } i = 1, 2, \ldots, l; \right. $$

the union of graphs $G_{p_1}, G_{p_2}, \ldots, G_{p_l}$ and $G'_{q_1}, G'_{q_2}, \ldots, G'_{q_l}$ has a spanning tree $\big\}. \right.$$
As discussed for matrix (4.59), we can see that Ω is an SIA matrix set. Furthermore, since all ∆_i’s belong to a closed interval and \( \sum_{i=1}^{l} \Delta_i \) is bounded, the set Ω is compact. For any \( t > 0 \), there exist non-negative integers \( k \) and \( \hat{j} \) such that \( t \in (t_k, t_{k+1}] \subseteq (t_{\hat{j}}, t_{\hat{j}+1}] \), and then for \( t \in (t_k, t_{k+1}] \), the solution \( x(t) \) can be obtained by mathematical induction, and then combine the matrices product according to each interval \( (t_k, t_{k+1}] \) to get the form:

\[
Bx(t) = \left( e^{-|B|\sigma(t_k+1)(t-t_k)} \prod_{i=k_{j-1}+1}^{k_j} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(i)-\tau_s(i))} \right) \times \left( \sum_{j=0}^{\hat{j}-1} \prod_{i=k_j+1}^{k_{j+1}} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(t_i)-\tau_s(i))} \right) Bx(0).
\] (4.60)

Since \( \prod_{i=k_j+1}^{k_{j+1}} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(t_i)-\tau_s(i))} \in \Omega \), for \( j \geq 0 \), then, by Lemma 2.6.3, there exists a column vector \( y \) such that

\[
\lim_{j \to \infty} \sum_{j=0}^{\hat{j}-1} \prod_{i=k_j+1}^{k_{j+1}} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(t_i)-\tau_s(i))} = \mathbf{1}_n y^T.
\] (4.61)

In addition, \( t_{\hat{j}+1} - t_{\hat{j}} \leq T \) implies that

\[
e^{-|B|\sigma(t_k+1)(t-t_k)} \prod_{i=k_{j-1}+1}^{k_j} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(i)-\tau_s(i))}
\] (4.62)
is bounded. Moreover, the matrix (4.62) is a stochastic matrix since it is a product of stochastic matrices. This implies that

\[
e^{-|B|\sigma(t_k+1)(t-t_k)} \prod_{i=k_{j-1}+1}^{k_j} D_{\sigma(t_i), s(i)} e^{-|B|\sigma(t_i)(\Delta(i)-\tau_s(i))} \mathbf{1}_n = \mathbf{1}_n.
\] (4.63)

From (4.61) and (4.63), it follows that \( \lim_{t \to \infty} Bx(t) = 1_n y^T Bx(0) \), i.e., the protocol (4.55) solves scaled consensus problems.

\[\square\]
Simulations and Discussion

In this section, two examples are provided to show the effectiveness of theoretical results in this work.

**Example 3.** Assume that there are 4 agents denoted by $x_1, x_2, x_3, x_4$ and the initial conditions are denoted by $x(0) = [1 \ -1 \ 2 \ -2]^T$. Consider the fixed communication network $G$ shown in Figure 4.18, where the dashed lines mean that each agent exchanges information at time $t = t_k$.

![Figure 4.18: A connected directed network $G$ at time $t \neq t_k$ and $t = t_k$, respectively.](image)

It can be seen that $G^c \cup G^d$ is balanced and contains a directed spanning tree with $d_{max} = 1$. Let scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ and choose the sampling period $h = 0.22$, then $h = 0.22 < 0.5 = (\beta_{max}d_{max})^{-1}$. 
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Moreover, choosing $\tau = 6$, it can be seen by MATLAB that the condition (ii) are satisfied. Therefore, the scaled consensus problem is solved by Theorem 4.2.6 under protocol (4.50) and the state trajectories of all agents are shown in Figure 4.19.

Figure 4.19: The state trajectories of all agents using scaled consensus protocol (4.50) with scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ for $h = 0.2$. 
In addition, if $h = 0.83 > 0.5 = (\beta_{\text{max}}d_{\text{max}})^{-1}$, it can be seen that the consensus protocol (4.50) cannot guarantee achieving scaled consensus to $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ as shown in Figure 4.20.

Figure 4.20: The state trajectories of all agents using scaled consensus protocol (4.50) with scalar scales $\beta = (1 \ 0.4 \ 1.5 \ -2)^T$ for $h = 0.83$. 
Moreover, if the scalar scales of all agent are equal to one i.e., $\beta_i = 1$ for all $i$, the state trajectories of agents under protocol (4.50) with $h = 0.2$ can be described as in Figure 4.21.

Figure 4.21: The state trajectories of all agents using scaled consensus protocol (4.50) with scalar scales $\beta = (1\ 1\ 1\ 1)^T$ and $h = 0.2$. 
Example 4. Consider the communication networks of the multi-agent system (4.26) with switching topologies consisting of 4 agents denoted by $x_1, x_2, x_3, x_4$ as described in Figure 4.22.

Figure 4.22: Switching topologies.

Assume that the impulse and switching occur simultaneously at the sampling time $t_k$ and the switching happens in order of $\{G_1, G_2, G_3\}$ and $\{G'_1, G'_2\}$, respectively. Clearly, each digraph of $\{G_1, G_2, G_3\}$ and $\{G'_1, G'_2\}$ is balanced and contains a spanning tree.
Given scalar scales $\beta = (1 \ 2.1 \ 1.5 \ -2)^T$ and the initial conditions $x(0) = [1 \ -1 \ 2 \ -2]^T$. It can be seen that $d_{\text{max}} = 2$ and $\beta_{\text{max}} = 2.1$, by choosing the sampling period $h = 0.2$, one obtains that $h = 0.2 < 0.23 = (\beta_{\text{max}} d_{\text{max}})^{-1}$. Selecting $\tau = 6$, we can see by MATLAB that the assumption (ii) is satisfied. Hence, the scaled consensus problem is solved by using protocol (4.55) and the states of all agents are as in Figure 4.23.

![Figure 4.23: The state trajectories of all agents using the consensus protocol (4.55) with scalar scales $\beta = (1 \ 2.1 \ 1.5 \ -2)^T$ and $h = 0.2$.](image)
However, if we choose $h = 0.2$ and $\beta = (5 \ 1.5 \ -2 \ 1)^T$, it follows that $h = 0.2 > 0.1 = (\beta_{\max}d_{\max})^{-1}$, which implies the consensus protocol (4.55) cannot guarantee solving scaled consensus problem (see Figure 4.24 for state trajectories).

![Figure 4.24: The state trajectories of all agents using the consensus protocol (4.55) with scalar scales $\beta = (5 \ 1.5 \ -2 \ 1)^T$ and $h = 0.2.$]
In addition, if the scalar scales of all agents are equal to 1, the state trajectories of all agents under protocol (4.55) with $h = 0.2$ can be described as in Figure 4.25.

Figure 4.25: The state trajectories of all agents using the consensus protocol (4.55) with scalar scales $\beta = (1 \ 1 \ 1 \ 1)^T$ and $h = 0.2$. 

Chapter 5

Finite-time consensus problems in Hybrid multi-agent systems

In this chapter, we study the finite-time (scaled) consensus problems in HMASs by using the impulsive consensus protocols. In Section 5.1, the impulsive consensus protocols have been proposed to solve finite-time consensus problems in HMASs. In Section 5.2.1, finite-time scaled consensus problems of HMASs have been studied by using the impulsive consensus protocols. Furthermore, the finite-time scaled consensus of MASs with impulsive perturbations have been studied in Section 5.2.2. Finally, the numerical examples are illustrated in the last section to show the effectiveness of our main results in Section 5.3.

5.1 Finite-time consensus of Hybrid multi-agent systems

In this section, finite-time scaled consensus problems of hybrid multi-agent systems via impulsive control have been studied.

Problem formulation

In this section, we assume that the hybrid multi-agent system consists of $n$ agents which are continuous-time and discrete-time dynamic agents, labelled 1 through $n$, where the number of continuous-time dynamic agents is $c$, $c < n$. Without loss of generality, we assume that
agent 1 through \( c \) are continuous-time dynamic agents. Moreover, \( \mathcal{I}_c = \{1, 2, 3, \ldots, c\} \), \( \mathcal{I}_n \backslash \mathcal{I}_c = \{c + 1, c + 2, c + 3, \ldots, n\} \). Then, each agent has the dynamics as follows:

\[
\begin{cases}
    \dot{x}_i(t) = u_i, & \text{for } i \in \mathcal{I}_c, \\
    x_j(t_{k+1}) = x_j(t_k) + u_j(t_k), & t_k = kh, \quad \text{for } j \in \mathcal{I}_n \backslash \mathcal{I}_c,
\end{cases}
\]

(5.1)

where \( h \) is the sampling period, \( x_i \in \mathbb{R} \) and \( u_i \in \mathbb{R} \) are the state and control input of agent \( i \), respectively. The initial conditions are \( x_i(0) = x_{i0} \), and \( x(0) = [x_{10}, x_{20}, \ldots, x_{n0}]^T \).

**Definition 5.1.1.** The hybrid multi-agent system (5.1) is said to reach finite-time consensus if for any initial conditions, there is a setting time \( T \) such that

\[
\lim_{t \to T} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{and } x_i(t_k) = x_j(t_k), \quad \forall t_k \geq T \quad \text{for } i, j \in \mathcal{I}_n,
\]

(5.2)

and

\[
\lim_{t \to T} \|x_i(t) - x_j(t)\| = 0, \quad \text{and } x_i(t) = x_j(t), \quad \forall t \geq T \quad \text{for } i, j \in \mathcal{I}_c.
\]

(5.3)

Now, we are in a position to present our protocol that solves the consensus problem in finite time:

\[
\begin{cases}
    u_i(t) = c_1 \sum_{l \in \mathcal{N}_i} a_{il} \varphi(x_l(t) - x_i(t)) + c_2 \sum_{l \in \mathcal{N}_i} a_{il} (x_l(t) - x_i(t))^\alpha \\
    \quad + \sum_{k=1}^{\infty} \delta(t - t_k)g(t) \sum_{l \in \mathcal{N}_i} a_{il} (x_l(t) - x_i(t)), & \text{for } i \in \mathcal{I}_c \\
    u_j(t_k) = h \sum_{l \in \mathcal{N}_i} b_{jl} [x_l(t_k) - x_j(t_k)], & \text{for } j \in \mathcal{I}_n \backslash \mathcal{I}_c
\end{cases}
\]

(5.4)

where \( \mathcal{A} = [a_{ij}] \) and \( \mathcal{B} = [b_{ij}] \) are the weighted adjacency matrices associated with the graph \( \mathcal{G}_c \cup \mathcal{G}' \) and \( \mathcal{G}_d \cup \mathcal{G}' \), respectively. Moreover, \( h = t_k - t_{k-1} \) is the sampling period and \( \mathcal{N}_i \) is the set of neighbours of \( i \). Moreover, \( c_1, c_2 > 0, c = \min\{c_1, c_2\} \); the odd function \( \varphi(\cdot) \) satisfying that \( y \varphi(y) \geq y^{\beta+1} > 0, \forall y \in \mathbb{R} \backslash \{0\} \); \( \varphi(0) = 0 \); \( \alpha, \beta \) are ratios of odd integers with \( \alpha + \beta \in (-2, 2) \); the discrete instant \( t_k, k \in \mathbb{N}_+ \) satisfy \( 0 < t_1 < t_2 < \cdots < t_k < \cdots \) and \( \lim_{k \to \infty} t_k = \infty \) and \( \delta(\cdot) \) is the Dirac delta function.

Assume that there exist two constants \( r_1 \) and \( r_2 \) such that \( 0 < r_1 \leq t_{k+1} - t_k \leq r_2 < \infty \); \( g(t) \) is a function to be designed later. Define the left and right value of the state at time
$t_k$ as follows:

$$x_i(t_k^+) = \lim_{h \to 0^+} x_i(t_k + h) \text{ and } x_i(t_k^-) = \lim_{h \to 0^+} x_i(t_k - h), \; h > 0.$$ 

Equivalently, the system (5.1) with the protocol (5.4) can be written as follows:

$$\begin{cases}
\dot{x}_i(t) = c_1 \sum_{l \in N_i} a_{il} \varphi(x_l(t) - x_i(t)) + c_2 \sum_{l \in N_i} a_{il} (x_l(t) - x_i(t)) \alpha, \; t \neq t_k, \\
\Delta x_i(t_k) = \sum_{l \in N_i} a_{il} [x_l(t_k) - x_i(t_k)], \quad \text{for } i \in I_c \\
x_j(t_{k+1}) = x_j(t_k) + h \sum_{l \in N_i} b_{jl} [x_l(t_k) - x_j(t_k)], \quad \text{for } j \in I \setminus I_c,
\end{cases}$$

(5.5)

where $x_i(t) \in \mathbb{R}$ is the state of agent $i$ at time $t$, $i = 1, 2, \ldots, n$. $\Delta x_i(t_k) = x_i(t_k^+) - x_i(t_k^-)$.

To obtain our main results, some assumptions are provided as follows:

(A1) Let $p_1, \ldots, p_n \in \mathbb{R}^n$ be $C$-conjugate and for any initial value $x(0) \in \mathbb{R}^n$, the discrete-time dynamic protocol algorithm is designed as: for $k = 1, 2, \ldots, n$

$$x(k) = x(k-1) + \frac{<b - Cx^{k-1}, p_k>}{<C p_k, p_k>} \cdot p_k, \; C = \rho I + L_2, \; b = \rho x^*, \; 0 < \rho < 1;$$

(A2) $0 < h < \frac{1}{\max_{i \in I_c} \{d_i\}};$

(A3) $0 \leq g(t) \leq \frac{2}{\gamma \lambda N}, \; \gamma \geq 1,$

where $L_2$ is the Laplacian matrix of $G_d \cup G'$ and $x^* = \frac{1}{m} \sum_{j=1}^{m} x_j(0), \; m = |G_d \cup G'|$ is the convergence value of average consensus.

Theorem 5.1.1. Let $G$ be an undirected communication network of the hybrid multi-agent system (5.1). Assume that (A1)-(A3) are satisfied, then the hybrid multi-agent system (5.1) with the protocol (5.4) reaches consensus in finite time if and only if $G_c \cup G'$ and $G_d \cup G'$ are connected.

Proof. (Sufficiency) Let $G = G_c \cup G_d \cup G'$ be an undirected communication network of the hybrid multi-agent system (5.1), where $G_c, G_d, G'$ are defined as previous discussion. Firstly, consider for each $i \in I_c$. Without loss of generality, we assume that all discrete-time dynamic agents interact with some continuous-time dynamic agents.
Thus, the system (5.1) with the protocol (5.4) can be described as an impulsive system on the communication network $\mathcal{G}_c \cup \mathcal{G}'$ with $r$ nodes, where $|\mathcal{G}_c \cup \mathcal{G}'| = r \leq n$. Hence, for each $i \in \mathcal{I}_c$, the system (5.1) with the protocol (5.4) can be written as an impulsive system on the communication network $\mathcal{G}_c \cup \mathcal{G}'$ as follows:

$$
\begin{aligned}
\dot{x}_i(t) &= c_1 \sum_{l \in N_i} a_{il} \varphi(x_l(t) - x_i(t)) + c_2 \sum_{l \in \hat{N}_i} a_{il} (x_l(t) - x_i(t))^\alpha, \quad t \neq t_k, \\
\Delta x_i(t_k) &= \sum_{l \in \hat{N}_i} a_{il}' [x_l(t_k) - x_i(t_k)],
\end{aligned}
$$

(5.6)

where $x_i(t) \in \mathbb{R}$ is the state of agent $i$ at time $t$, $i = 1, 2, \ldots, r$. $\Delta x_i(t_k) = x_i(t_k^+) - x_i(t_k^-)$: $x_i(t_k^+) = \lim_{h \to 0^+} x_i(t_k + h)$ and $x_i(t_k^-) = \lim_{h \to 0^+} x_i(t_k - h)$.

Letting $x(t) = (x_1(t), x_2(t), \ldots, x_r(t))^T \in \mathbb{R}^r$, the system (5.6) can be written as:

$$
\begin{aligned}
\dot{x}(t) &= F(t, x(t)), \quad t \neq t_k, \\
\Delta x(t_k) &= -g(t_k) \mathcal{L}'x(t_k), \quad k \in \mathbb{N},
\end{aligned}
$$

(5.7)

where $F(t, x(t)) = (f_1(t, x(t)), \ldots, f_r(t, x(t)))^T$ and

$$
 f_i(t, x(t)) = c_1 \sum_{l \in N_i} a_{il} \varphi(x_l(t) - x_i(t)) + c_2 \sum_{l \in \hat{N}_i} a_{il} (x_l(t) - x_i(t))^\alpha.
$$

Here, we assume that $x_i(t_k^-) = x_i(t_k)$, which implies that the solution is left continuous at time $t_k$. Then, one obtains

$$
\begin{aligned}
\dot{x}(t) &= F(t, x(t)), \quad t \neq t_k, \\
x(t_k^+) &= (I_r - g(t_k) \mathcal{L}')x(t_k), \quad k \in \mathbb{N},
\end{aligned}
$$

(5.8)

where $\mathcal{L}$ and $\mathcal{L}'$ are the Laplacian matrix of $\mathcal{G}_c \cup \mathcal{G}'$ when $t \neq t_k$ and $t = t_k$, respectively.

Let $\bar{x}(t) = \frac{1}{r} \sum_{j=1}^{r} x_i(t)$, which is time-invariant, i.e. $\bar{x} = \bar{x}(t) = \bar{x}(0) = Ave(x(0)) = \frac{1}{r} \left( \sum_{i=1}^{r} x_i(0) \right)$. As a results of the invariant of $\bar{x}(t)$, it allows the decomposition of $x_i$ as follows

$$
\eta_i(t) = x_i(t) - \bar{x}, \quad \text{for } i = 1, 2, \ldots, r.
$$
Consider the Lyapunov function:

\[ V(\eta) = \frac{1}{2} \eta^T(t) \eta(t) = \frac{1}{2} \sum_{i=1}^{r} \eta_i^2(t), \]

where \( \eta = (\eta_1, \eta_2, \ldots, \eta_r)^T \) is the error vector.

For \( t \neq t_k \), from Lemmas 2.6.8-2.6.10, one obtains that

\[
\dot{V}(t) = \sum_{i=1}^{r} \eta_i(t) \dot{\eta}_i(t)
= \sum_{i=1}^{r} \eta_i \left(c_1 \sum_{l \in \mathcal{N}_i} a_{il} \varphi(\eta_l(t) - \eta_i(t)) + c_2 \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t))^\alpha \right)
= -\frac{1}{2} c_1 \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t)) \varphi(\eta_l(t) - \eta_i(t)) - \frac{1}{2} c_2 \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t))^{\alpha+1}
\leq -\frac{1}{2} c_1 \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t))^{\beta+1} - \frac{1}{2} c_2 \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t))^{\alpha+1}
\leq -\frac{1}{2} \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il} \left((\eta_l(t) - \eta_i(t))^{\beta+1} + (\eta_i(t) - \eta_l(t))^{\alpha+1}\right)
\leq -c \sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}(\eta_l(t) - \eta_i(t))^{\frac{\alpha+\beta+2}{2}} \leq -c \left(\sum_{i=1}^{r} \sum_{l \in \mathcal{N}_i} a_{il}^{4 \alpha+4 \beta+2} (\eta_l(t) - \eta_i(t))^2\right)^{\frac{\alpha+\beta+2}{4}}
= -c \left(2 \eta^T(t) \mathcal{L}_B \eta(t)\right)^{\frac{\alpha+\beta+2}{4}} \leq -c \left(4 \lambda_2(\mathcal{L}_B) V(t)\right)^{\frac{\alpha+\beta+2}{4}}
= -c \cdot 2^{\frac{\alpha+\beta+2}{2}} \cdot \left(\lambda_2(\mathcal{L}_B)\right)^{\frac{\alpha+\beta+2}{4}} \cdot \left(V(t)\right)^{\frac{\alpha+\beta+2}{4}},
\]

where \( \lambda_2(\mathcal{L}_B) \) is the second smallest eigenvalue of \( \mathcal{L}_B \); \( \mathcal{L}_B \) is the Laplacian matrix of graph \( \mathcal{G}(B) \), and \( B = [a_{il}^{4 \alpha+4 \beta+2}] \in \mathbb{R}^{r \times r} \).

On the other hand, by conditions of the theorem, one has

\[
\left(2g_i(t_k) - \gamma \lambda_N g_i^2(t_k)\right) \mathcal{L} \geq 0.
\]

It follows from Lemma 2.6.11 that

\[
2g_i(t_k) \mathcal{L} - g_i^2(t_k) \mathcal{L}^2 \geq 0,
\]
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or
\[
\left( I_r - g_i(t_k)\mathcal{L} \right)^2 \leq I_r.
\]
As \( t = t_k \), one obtains
\[
V(t_k^+) = \frac{1}{2} \sum_{i=1}^{r} \eta_i^2(t_k^+) = \frac{1}{2} \eta^T(t_k^+) \eta(t_k^+)
\]
\[
= \frac{1}{2} \eta^T(t_k) (I - g_i(t_k)\mathcal{L})^2 \eta(t_k)
\]
\[
\leq \frac{1}{2} \eta^T(t_k) \eta(t_k)
\]
\[
= \frac{1}{2} \sum_{i=1}^{r} \eta_i^2(t_k) = V(t_k).
\]
Hence, from Lemma 2.7.4, we have \( \eta \equiv 0 \) is finite-time stable, i.e., there is a time \( T \) such that \( x_i(t) = \bar{x}, \ \forall t \geq T, \ \forall i \in \mathcal{I}_c \). Thus, the consensus can be achieved in finite time with the protocol (5.4). This implies that, for \( t \in (t_{k-1}, t_k] \),
\[
\lim_{t \to T} \| x_i(t) - x_j(t) \| = 0 \text{ and } x_i(t) = x_j(t), \ \forall t \geq T \quad \text{for } i, j \in \mathcal{I}_c. \tag{5.9}
\]
Now, we will show that
\[
\lim_{t_k \to T} \| x_i(t_k) - x_j(t_k) \| = 0, \text{ and } x_i(t_k) = x_j(t_k), \ \forall t_k \geq T \quad \text{for } i, j \in \mathcal{I}_n.
\]
Consider, for \( i, j \in \mathcal{I}_n \),
\[
\| x_i(t_k) - x_j(t_k) \| \leq \| x_i(t_k) - x_i(t) \| + \| x_i(t) - x_j(t) \| + \| x_j(t) - x_j(t_k) \|. \tag{5.10}
\]
The proof can be separated into three cases as follows:

**Case 1.** If \( i, j \in \mathcal{I}_c \), the proof can be done by the above discussion.

**Case 2.** If \( i, j \in \mathcal{I}_n \setminus \mathcal{I}_c = \{c+1, c+2, \ldots, n\} \), the problem can be simplified by considering the communication network of \( \mathcal{G}_d \cup \mathcal{G}' \). Since the discrete-time dynamic agents interact with their neighbours at time \( t = t_k \), one obtains
\[
x_i(t_{k+1}) = x_i(t_k) + h \sum_{j \in \mathcal{N}_i} b_{ij} [x_j(t_k) - x_i(t_k)], \tag{5.11}
\]
where \( h = t_k - t_{k-1} \) is a sampling period and \( B = [b_{ij}]_{m \times m} \) is the adjacency matrix of \( \mathcal{G}_d \cup \mathcal{G}' \), where \( |\mathcal{G}_d \cup \mathcal{G}'| = m \leq n \) is the number of the discrete-time dynamic agents and continuous-time dynamic agents that interact with them.
According to Lemma 2.6.12, applying the distributed consensus algorithm (5.11) and (A2), then a consensus is asymptotically reached for all initial states. Let the convergence value be equal to $x^*$. Since $G$ is balanced, the average consensus is asymptotically reached and $x^* = \frac{1}{m} \sum_{i=1}^{m} x_i(0)$, $i = 1, 2, \ldots, m$. Let $t_k \to \infty$, then equation (5.11) can be rewritten as

$$x^* = x^* - hL_2x^*, \quad (5.12)$$

where $L_2$ is the Laplacian matrix of $G_d \cup G'$. Furthermore, (5.12) can be simplified for $L_2x^* = 0$.\( (5.13)\)

By (A1), we have an arbitrarily small positive constant $\rho$, which satisfies $0 < \rho < 1$ such that $C = \rho I + L_2$, and $b = \rho x^*$. Moreover, equation (5.13) is equivalent to the following equation

$$Cx^* = (\rho I + L_2)x^* = \rho x^* = b.$$  \( (5.13)\)

According to the above discussion, we can easily get that $C$ is a symmetrical positive definite matrix. By Lemma 2.6.13, the consensus of the multi-agent system can be reached in a maximum of $n$ step. Let an iterative step be a time unit, then the consensus of the discrete multi-agent system can be reached in finite-time $n = T'$ i.e., there is a time $T'$ such that

$$\lim_{t \to T'} \|x_i(t) - x_j(t)\| = 0 \quad \text{and} \quad x_i(t_k) = x^*, \quad \forall t_k \geq T', \quad \forall i, j \in I_n \setminus \mathcal{I}_c.$$

**Case 3.** If $j \in I_n \setminus \mathcal{I}_c$ and $i \in \mathcal{I}_c$, we consider $i, l \in \mathcal{I}_c$ and $j \in I_n \setminus \mathcal{I}_c$,

$$\|x_i(t) - x_i(t)\| \leq \|x_i(t) - x_i(t_k)\| + \|x_i(t_k) - x_j(t_k)\| + \|x_j(t_k) - x_l(t_k)\| + \|x_l(t_k) - x_l(t)\|.$$

Since, for $i, l \in \mathcal{I}_c$,

$$\lim_{t \to T} \|x_i(t) - x_l(t)\| = 0 \quad \text{and} \quad x_i(t) = \bar{x}, \quad \forall t \geq T, \quad \forall i \in \mathcal{I}_c.$$

When $t \to \infty$, we have $t_k \to \infty$. Thus, for any $i, l \in \mathcal{I}_c$,

$$\lim_{t \to T} \|x_i(t) - x_i(t_k)\| = 0, \quad \lim_{t \to T} \|x_l(t_k) - x_l(t)\| = 0,$$

and

$$x_i(t) = x_l(t) = \bar{x}, \quad \forall t \geq T.$$
By choosing \( T^* = \max\{T, T'\} \), then there exists a real number \( \bar{x} \) such that

\[
\lim_{t \to T^*} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \lim_{t \to T^*} \|x_j(t_k) - x_i(t_k)\| = 0,
\]

and

\[
x_i(t) = x_j(t) = x_i(t) = \bar{x}, \quad \forall t \geq T^*.
\]

Hence, for each \( j \in \mathcal{I}_n \setminus \mathcal{I}_c \) and \( i \in \mathcal{I}_c \),

\[
\lim_{t_k \to T^*} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{and} \quad x_i(t_k) = x_j(t_k) = \bar{x}, \quad \forall t_k \geq T^*.
\] (5.14)

Claim that \( \bar{x} = x^* = \bar{x} \). Consider, for each \( j \in \mathcal{I}_n \setminus \mathcal{I}_c \) and \( i \in \mathcal{I}_c \),

\[
\|x_i(t_k) - x_j(t_k)\| \leq \|x_i(t_k) - \bar{x}\| + \|\bar{x} - x^*\| + \|x^* - x_j(t_k)\|.
\] (5.15)

Taking the limit on both sides of equations (5.15) as \( t_k \to T^* \), one obtains

\[
\lim_{t_k \to T^*} \|\bar{x} - x^*\| = 0, \quad \text{i.e.,} \quad \bar{x} = x^*.
\]

It follows form \textbf{Case 1,2 and 3} that there is an \( T^* \) such that

\[
\lim_{t_k \to T^*} \|x_i(t_k) - x_j(t_k)\| = 0, \quad \text{and} \quad x_i(t_k) = x_j(t_k) = \bar{x}, \quad \forall t_k \geq T^*, \quad \text{for} \quad i, j \in \mathcal{I}_n.
\] (5.16)

Therefore, the hybrid multi-agent system (5.1) with protocol (5.4) reaches consensus in finite time.

\textbf{(Necessity)} Suppose that \( \mathcal{G}_c \cup \mathcal{G}' \) and \( \mathcal{G}_d \cup \mathcal{G}' \) are not connected. Then, by Lemma 2.6.12, we have \( \lim_{t_k \to \infty} x_i(t_k) \neq x^* \) for some \( i \in \mathcal{I}_n \setminus \mathcal{I}_c \). Hence, there exist \( i, j \in \mathcal{I}_n \setminus \mathcal{I}_c \) such that

\[
\lim_{t_k \to \infty} \|x_i(t_k) - x_j(t_k)\| \neq 0.
\]

This implies that the hybrid multi-agent system (5.1) cannot achieve consensus. \( \square \)

\textbf{Remark.} The results in this paper establish a unified viewpoint for the finite-time consensus of continuous-time and discrete-time multi-agent systems. In other words, if \( c = n \), the hybrid multi-agent system (5.1) becomes a continuous-time multi-agent system. And if \( c = 0 \), the hybrid multi-agent system (5.1) becomes a discrete-time multi-agent system.
5.2 Finite-time scaled consensus problems in Multi-agent systems

5.2.1 Finite-time scaled consensus of MASs via impulsive protocols

In this section, we study finite-time scaled consensus problems of multi-agent systems by using the impulsive consensus protocols.

Consider a multi-agent system consists of \( n \) agents, labeled 1 through \( n \). Let \( I_n = \{1, 2, 3, ..., n\} \) and \( \beta_i \neq 0 \) be a constant, then the dynamics of each agent with scalar scale is as follows:

\[
\beta_i \dot{x}_i(t) = u_i, \quad \text{for} \quad i \in I_n, \quad (5.17)
\]

where \( \beta_i \in \mathbb{R}/\{0\} \), \( x_i \in \mathbb{R} \) and \( u_i \in \mathbb{R} \) are the scalar scale, state and control input of agent \( i \), respectively. The initial conditions are \( x_i(0) = x_{i0} \), and \( x(0) = [x_{10}, x_{20}, ..., x_{n0}]^T \).

**Definition 5.2.1.** The multi-agent system (5.17) is said to reach finite-time scaled consensus to \((\beta_1, \ldots, \beta_n)\) if for any initial conditions, there is a setting time \( T \) such that

\[
\lim_{t \to T} \|\beta_i x_i(t) - \beta_j x_j(t)\| = 0, \quad \text{and} \quad \beta_i x_i(t) = \beta_j x_j(t), \quad \forall t \geq T, \quad \text{for} \quad i, j \in I_n. \quad (5.18)
\]

Now, we are in a position to present our protocol that solves the scaled consensus problem in finite time:

\[
u_i(t) = c_1|\beta_i| \sum_{l \in \mathcal{N}_i} a_{il} \varphi(\beta_l x_l(t) - \beta_i x_i(t)) + c_2|\beta_i| \sum_{l \in \mathcal{N}_i} a_{il} (\beta_l x_l(t) - \beta_i x_i(t))^{\alpha} \]

\[+ h \cdot |\beta_i| \sum_{k=1}^{\infty} \delta(t - t_k) \sum_{l \in \mathcal{N}_i} a'_{il} (\beta_l x_l(t) - \beta_i x_i(t)), \quad \text{for} \quad i \in I_n. \quad (5.19)
\]

where \( \beta_i \) is a nonzero scalar scale of agent \( i \), \( \mathcal{A} = [a_{ij}] \) and \( \mathcal{A}' = [a'_{ij}] \) are the weighted adjacency matrices associated with the graph \( \mathcal{G} \) and \( \mathcal{G}' \), respectively. Moreover, \( h = t_k - t_{k-1} \) is the sampling period and \( \mathcal{N}_i \) is the set of neighbors of \( i \).

Furthermore, \( c_1, c_2 > 0, \ z = \min\{c_1, c_2\} \); the odd function \( \varphi(\cdot) \) satisfying that \( y \cdot \varphi(y) \geq y^{\gamma+1} > 0, \forall y \in \mathbb{R} \setminus \{0\}, \varphi(0) = 0; \alpha, \gamma \) are ratios of odd integers with \( \alpha + \gamma \in (-2, 2) \); the discrete instant \( t_k, \ k \in \mathbb{N}_+ \) satisfy \( 0 < t_1 < t_2 < \cdots < t_k < \cdots \) and \( \lim_{k \to \infty} t_k = \infty \) and \( \delta(\cdot) \) is the Dirac delta function.
Theorem 5.2.1. Let $G$ be a communication network of the multi-agent system (5.17) and $\beta_i \neq 0$ be a scalar scale of agent $i$. The multi-agent system (5.17) with the protocol (5.19) is said to reach scaled consensus to $(\beta_1, \ldots, \beta_n)$ in finite time if the following conditions are satisfied:

(i) $0 < h < \frac{1}{d_{\text{max}} \beta_{\text{max}}}$;

(ii) there exists a constant $0 < \epsilon \leq 1$ such that

$$(1 - \epsilon)I_n - H|B|L' - (H|B|L')^T + L'^T (H|B|)^2 L' \preceq 0;$$

(iii) $G \cup G'$ is connected,

where $d_{\text{max}} = \max_i \{d_i\}$ and $\beta_{\text{max}} = \max_i \{|\beta_i|\}$, for $i \in \mathcal{I}_n$; $L'$ is the Laplacian matrix of $G \cup G'$ at $t = t_k$.

Proof. (Sufficiency) For simplicity, we denote that $\hat{x}_i(t) = \beta_i x_i(t)$ for all $i$.

Then, the system (5.20) can be written as

$$\begin{cases}
\frac{d\hat{x}_i(t)}{dt} = c_1|\beta_i| \sum_{l \in \mathcal{N}_i} a_{il} \varphi(\beta_i x_l(t) - \hat{x}_i(t)) + c_2|\beta_i| \sum_{l \in \mathcal{N}_i} a_{il} (\beta_i x_l(t) - \hat{x}_i(t))^\alpha, & t \neq t_k, \\
\Delta \hat{x}_i(t_k) = h \cdot |\beta_i| \sum_{l \in \mathcal{N}'_i} a_{il}' (\beta_i x_l(t_k) - \hat{x}_i(t_k)), & k \in \mathbb{N}.
\end{cases}$$

(5.21)

Assume that $x_i(t_k) = x_i(t_k)$, which implies that the solution is left continuous at time $t_k$ and denote $\hat{x}(t) = (\hat{x}_1(t), \hat{x}_2(t), \ldots, \hat{x}_n(t))^T \in \mathbb{R}^n$, $H = \text{diag}(h, h, \ldots, h)$, $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$ and $|B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$. Then, the system (5.21) can be described as:

$$\begin{cases}
\frac{d\hat{x}(t)}{dt} = F(t, \hat{x}(t)), & t \neq t_k, \\
\hat{x}(t_k) = (I_n - H|B|L')\hat{x}(t_k), & k \in \mathbb{N}.
\end{cases}$$

(5.22)
where $F(t, \dot{x}(t)) = (f_1^T(t, \dot{x}(t)), f_2^T(t, \dot{x}(t)), ..., f_n^T(t, \dot{x}(t)))^T$;
\[
f_i(t, \dot{x}(t)) = c_1|\beta_i| \sum_{l \in N_i} a_{il} \varphi(\hat{x}_i(t) - \dot{x}_i(t)) + c_2|\beta_i| \sum_{l \in N_i} a_{il} (\hat{x}_i(t) - \dot{x}_i(t))^\alpha;
\]
\[\mathcal{L}	ext{ and } \mathcal{L}' \text{ are the Laplacian matrices of } G \cup G' \text{ when } t \neq t_k \text{ and } t = t_k, \text{ respectively.}
\]
Let $\bar{x}(t) = \frac{1}{n} \sum_{i=1}^n \beta_i x_i(t)$ and denote that
\[
\eta_i(t) = \hat{x}_i(t) - \bar{x}, \quad t \in (t_{k-1}, t_k],
\]
\[
\eta_i(t_k^+) = \hat{x}_i(t_k^+) - \bar{x} \quad \text{and} \quad \eta_i(t_k^-) = \eta_i(t_k), \quad i = 1, 2, 3, ..., n, \text{ with initial conditions}
\]
\[
\hat{x}(t_0) = \hat{x}(0) = [\hat{x}_{10}, \hat{x}_{20}, ..., \hat{x}_{n0}]^T. \quad \text{Thus,}
\]
\[
\begin{aligned}
\dot{\eta}(t) &= F(t, \eta(t)), & t \neq t_k \\
\eta(t_k^+) &= [I_n - H|B|\mathcal{L}']\eta(t_k), & t = t_k, \quad k \in \mathbb{N}.
\end{aligned}
\tag{5.23}
\]
Consider the Lyapunov function:
\[
V(\eta) = \frac{1}{2} \eta^T(t) \eta(t) = \frac{1}{2} \sum_{i=1}^n \eta_i^2(t),
\]
where $\eta = (\eta_1, ..., \eta_n)^T$ is the error vector or disagreement vector.
For $t \neq t_k$, using the fact from Lemmas 2.6.8-2.6.10, one obtains
\[
\dot{V}(t) = \sum_{i=1}^n \eta_i(t) \dot{\eta}_i(t)
\]
\[
= \sum_{i=1}^n \eta_i \left( c_1|\beta_i| \sum_{l \in N_i} a_{il} \varphi(\eta_i(t) - \eta_i(t)) + c_2|\beta_i| \sum_{l \in N_i} a_{il} (\eta_i(t) - \eta_i(t))^\alpha \right)
\]
\[
= -\frac{1}{2} c_1|\beta_i| \sum_{i=1}^n \sum_{l \in N_i} a_{il} (\eta_i(t) - \eta_i(t)) \varphi(\eta_i(t) - \eta_i(t))
\]
\[
- \frac{1}{2} c_2|\beta_i| \sum_{i=1}^n \sum_{l \in N_i} a_{il} (\eta_i(t) - \eta_i(t))^{\alpha+1}
\]
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can be achieved in finite time.

Thus, by Lemma 2.7.4, one obtains that $\eta(t) \equiv 0$ is finite-time stable i.e., there exists a time $T$ such that $\dot{x}_i(t) = \beta_i x_i(t) = \bar{x}$, $\forall t \geq T$, $\forall i \in \mathcal{I}_n$. Therefore, the scaled consensus can be achieved in finite time. □
Remark. It is obvious that if $\beta_i = 1$ for all $i$, then the scaled consensus protocol (5.19) can be written as

$$u_i(t) = c_1 \sum_{l \in N_i} a_{il} \varphi(t) + c_2 \sum_{l \in N_i} a_{il} (x_l(t) - x_i(t))^\alpha$$

$$+ h \cdot \sum_{k=1}^{\infty} \delta(t - t_k) \sum_{l \in N_i'} a_{il}' (x_l(t) - x_i(t)), \quad \text{for } i \in I_n.$$ 

Moreover, if $\beta_i = 1$ for all $i$ and there is no intermittent communications among agents (at time $t_k$), the protocol (5.19) can be reduced as

$$u_i(t) = c_1 \sum_{l \in N_i} a_{il} \varphi(t) + c_2 \sum_{l \in N_i} a_{il} (x_l(t) - x_i(t))^\alpha,$$

which was studied in [41].

**5.2.2 Finite-time scaled consensus of MASs with impulsive perturbations**

Consider a group of $n$ identical agents described as in (5.17), in this section, the finite-time scaled consensus problems of multi-agent system with impulsive perturbations have been studied. To solve the finite-time scaled consensus problems, the scaled consensus protocol is designed as follows:

$$u_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t)) |\beta_j x_j(t) - \beta_i x_i(t)|^\gamma$$

$$+ \sum_{k=1}^{\infty} p_k \beta_i x_i(t) \delta(t - t_k), \quad \text{for } i \in I_n, \quad (5.24)$$

where $\beta_i$ is a nonzero scalar scale of agent $i$ and $0 < \gamma < 1$; $a_{ij}$ is the element in the adjacency matrix of digraph $G$; $sgn(\cdot)$ is a signum function defined as above; $p_k > 0$, $k \in \mathbb{Z}_+$ denotes the impulsive perturbation coefficient; $\delta(\cdot)$ is the Dirac delta function and $t_k$ is an impulsive instant for $k \in \mathbb{Z}_+$ satisfying $0 = t_0 < t_1 < t_2 < \cdots < t_k < \cdots$, which $\lim_{t \to \infty} t_k = \infty$.

By the definition of the Dirac delta function, the system (5.17) with protocol (5.24) can be written as the impulsive differential equation as follows:

$$\begin{cases}
\beta_i \dot{x}_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t)) |\beta_j x_j(t) - \beta_i x_i(t)|^\gamma, \quad t \neq t_k, \\
\Delta \beta_i x_i(t_k) = p_k \beta_i x_i(t_k), \quad \text{for } k \in \mathbb{N},
\end{cases} \quad (5.25)$$
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where $\Delta \beta_i x_i(t_k) = \beta_i x_i(t_k^+) - \beta_i x_i(t_k^-); \beta_i x_i(t_k^+) = \lim_{h \to 0^+} \beta_i x_i(t_k + h)$ and $\beta_i x_i(t_k^-) = \lim_{h \to 0^+} \beta_i x_i(t_k - h), \ h > 0$.

Without loss of generality, we assume that the solution $x(t)$ is left-continuous i.e., $x_i(t^-) = x_i(t_k)$. Thus, system (5.25) can be written as:

$$\begin{align*}
\dot{\beta}_i x_i(t) &= |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t))|\beta_j x_j(t) - \beta_i x_i(t)|^\gamma, \ t \neq t_k, \\
\beta_i x_i(t_k^+) &= (1 + p_k)\beta_i x_i(t_k), \quad \text{for } k \in \mathbb{N}.
\end{align*}$$

(5.26)

**Theorem 5.2.2.** Let $\beta_i$ be a nonzero scalar scale of agent $i$. The multi-agent system (5.17) under protocol (5.24) is said to reach scaled consensus to $(\beta_1, \ldots, \beta_n)$ in finite time if the following assumptions are satisfied:

(A1) The communication network $\mathcal{G}$ is balanced and contains a spanning tree;

(A2) There exist constant $\gamma \in (0, 1)$, $p_k > 0$, and $\alpha \in [1, \infty)$ such that

$$\frac{(1 + p_k)^2}{2} \leq \alpha^{1-\gamma}.$$

**Proof.** Let $\bar{x}(t) = \frac{1}{n} \sum_{i=1}^{n} \beta_i x_i(t)$. It follows from (A2) that $\sum_{j \in \mathcal{N}_i} a_{ij} = \sum_{i \in \mathcal{N}_j} a_{ji}$.

Thus,

$$D^+ \bar{x}(t) = \frac{1}{n} \sum_{i=1}^{n} D^+ \beta_i x_i(t)$$

$$= \frac{1}{n} |\beta_i| \sum_{i=1}^{n} \sum_{j \in \mathcal{N}_i} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t))|\beta_j x_j(t) - \beta_i x_i(t)|^\gamma$$

$$= \frac{1}{n} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t))|\beta_j x_j(t) - \beta_i x_i(t)|^\gamma$$

$$= \frac{1}{2n} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t))|\beta_j x_j(t) - \beta_i x_i(t)|^\gamma$$

$$+ \frac{1}{2n} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} sgn(\beta_j x_j(t) - \beta_i x_i(t))|\beta_j x_j(t) - \beta_i x_i(t)|^\gamma$$
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\[
\begin{align*}
&= \frac{1}{2n} |\beta_i| \sum_{i=1}^{n} \left( \sum_{j=1}^{n} a_{ij} \text{sgn}(\beta_j x_j(t) - \beta_i x_i(t)) |\beta_j x_j(t) - \beta_i x_i(t)|^\gamma \right) \\
&\quad + \sum_{j=1}^{n} a_{ij} \text{sgn}(\beta_i x_i(t) - \beta_j x_j(t)) |\beta_i x_i(t) - \beta_j x_j(t)|^\gamma \\
&= \frac{1}{2n} |\beta_i| \sum_{i=1}^{n} \left( \sum_{j=1}^{n} a_{ij} \text{sgn}(\beta_j x_j(t) - \beta_i x_i(t)) |\beta_j x_j(t) - \beta_i x_i(t)|^\gamma \right) \\
&\quad - \sum_{j=1}^{n} a_{ij} \text{sgn}(\beta_j x_j(t) - \beta_i x_i(t)) |\beta_i x_i(t) - \beta_j x_j(t)|^\gamma \\
&= 0, \quad t \neq t_k, \quad k \in \mathbb{Z}_+.
\end{align*}
\]

Similarly, it holds that \( \Delta \bar{x}(t) = 0 \). This implies that \( \bar{x} \) is time-invariant, i.e.

\[
\bar{x} = \bar{x}(t) = \bar{x}(0) = \text{Ave}(x(0)) = \frac{1}{n} \left( \sum_{i=1}^{n} \beta_i x_i(0) \right).
\]

The invariance of \( \bar{x} \) allows decomposition of \( \beta_i x_i \) for \( i = 1, 2, \ldots, n \) as in the following equation:

\[
\eta_i(t) = \beta_i x_i(t) - \bar{x}, \quad t \in (t_{k-1}, t_k],
\]

\( \eta_i(t^+_k) = \beta_i x_i(t^+_k) - \bar{x} \) and \( \eta_i(t^-_k) = \eta_i(t_k), \quad i = 1, 2, 3, \ldots, n \), where \( \eta = (\eta_1, \ldots, \eta_n)^T \) is the error vector or disagreement vector. Hence, the error system between \( \beta_i x_i(t) \) and \( \bar{x} \) can be written as

\[
\begin{cases}
\dot{\eta}_i(t) = |\beta_i| \sum_{j \in N_i} a_{ij} \text{sgn}(\eta_j - \eta_i) |\eta_j - \eta_i|^\gamma, & t \neq t_k \\
\eta_i(t^+_k) = (1 + p_k) \eta_i(t_k), & t = t_k, \quad k \in \mathbb{N}.
\end{cases}
\tag{5.27}
\]

Consider the Lyapunov function:

\[
V(t) = \frac{1}{2} \sum_{i=1}^{n} \eta_i^2(t). \tag{5.28}
\]
It follows from (A2) that when \( t = t_{k-1} \),
\[
V(t^+_{k-1}) = \frac{1}{2} \sum_{i=1}^{n} \eta_i^2(t^+_{k-1}) \\
= \frac{(1 + p_k)^2}{2} \sum_{i=1}^{n} \eta_i^2(t_{k-1}) \\
\leq \alpha^{r=\gamma} V(t_{k-1}). \tag{5.29}
\]

On the other hand, by calculating the upper right-hand Dini derivative of \( V(t) \) along the state trajectory of system (5.27) as \( t \neq t_k, \ k \in \mathbb{N} \), we get
\[
D^+V(t) = \sum_{i=1}^{n} \eta_i(t) \dot{\eta}_i(t) \\
= \sum_{i=1}^{n} \eta_i(t) \left( |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \right) \\
= \frac{1}{2} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} \eta_i(t) a_{ij} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \\
+ \frac{1}{2} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} \eta_i(t) a_{ji} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \\
= \frac{1}{2} |\beta_i| \sum_{i=1}^{n} \left( \sum_{j=1}^{n} \eta_i(t) a_{ij} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \right) \\
- \sum_{j=1}^{n} \eta_j(t) a_{ji} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \\
= \frac{1}{2} |\beta_i| \sum_{i=1}^{n} \sum_{j=1}^{n} (\eta_j(t) - \eta_i(t)) a_{ij} sgn(\eta_j(t) - \eta_i(t)) |\eta_j(t) - \eta_i(t)|^{\gamma} \\
\]
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\begin{equation}
\begin{aligned}
&= -\frac{1}{2} |\beta| \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} |\eta_j(t) - \eta_i(t)|^{\gamma + 1} \\
&\leq -\frac{1}{2} |\beta| \left( \sum_{i=1}^{n} \sum_{l \in N_i} \frac{1}{2} a_{ij} (\eta_j(t) - \eta_l(t))^2 \right)^{\frac{1+\gamma}{2}} \\
&= -\frac{1}{2} |\beta| \left( 2 \eta^T(t) L_\gamma \eta(t) \right)^{\frac{1+\gamma}{2}} \\
&\leq -\frac{1}{2} |\beta| \left( 4 \lambda_2(L_\gamma) \right)^{\frac{1+\gamma}{2}} \cdot \left( V(t) \right)^{\frac{1+\gamma}{2}},
\end{aligned}
\end{equation}

where \( \lambda_2(L_\gamma) \) is the second smallest eigenvalue of \( L_\gamma \), \( L_\gamma \) is the Laplacian matrix of graph \( G(\gamma) \), and \( \gamma = [a_{ij}^{\frac{2}{1+\gamma}}] \in \mathbb{R}^{n \times n} \).

Therefore, by Lemma 2.7.4, the multi-agent system (5.17) with the protocol (5.24) reaches scaled consensus to \((\beta_1, \ldots, \beta_n)\) in finite time.
5.3 Simulations and Discussion

In this section, two examples have been provided to demonstrate the effectiveness of theoretical results in this work.

Example 1. Consider the multi-agent system (5.17) under protocol (5.19) with 4 agents described as in Figure 5.1.

![Communication Network](image)

Figure 5.1: A communication network $G$ at time $t \neq t_k$ and $t = t_k$, respectively.

It is easy to see that the Laplacian matrices of $G$ and $G'$ are as follows:

$$
\mathcal{L} = \begin{bmatrix}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 1
\end{bmatrix}
$$

$$
\mathcal{L}' = \begin{bmatrix}
2 & -1 & 0 & -1 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
-1 & 0 & -1 & 2
\end{bmatrix}
$$

According to the Laplacian matrix $\mathcal{L}$, the eigenvalues are $\lambda_1 = 0, \lambda_2 = 0.5858, \lambda_3 = 2, \lambda_4 = 3.4142$. Let the initial conditions $x(0) = [2 \ 1 \ 0 \ -1]^T$ and scalar scales $\beta_1 = -2, \ \beta_2 = 1, \ \beta_3 = 2, \ \beta_4 = -1.5$. By choosing $\alpha = 3/5, \beta = 1/3, \phi(y) = y^\beta, c_1 = c_2 = 2,$ and $h = 0.1$, one obtains that $0 \leq h \leq (\beta_{\text{max}}d_{\text{max}})^{-1} = 0.25$. 
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Hence, all conditions of Theorem 5.2.1 are satisfied. Thus, the multi-agent system (5.17) reaches scaled consensus under protocol (5.19) and the states of all agents can be seen in Figure 5.2.

Figure 5.2: The state trajectories of all agents under protocol (5.19) with scalar scales $\beta = (-2, 1, 2, -1.5)$.
Moreover, if the scalar scales $\beta_i = 1$ for all $i$, the state trajectories of all agents under protocol can be described as in Figure 5.3.

Figure 5.3: The state trajectories of all agents under protocol (5.19) with scalar scales $\beta = (1, 1, 1, 1)$. 
On the other hand, if $h = 0.45 > \frac{1}{d_{\text{max}} \beta_{\text{max}}}$, which implies that the assumption (A1) is not satisfied. Hence, the multi-agent system (5.17) cannot reach scaled consensus under protocol (5.19) and the states of all agents are described in Figure 5.4.

Figure 5.4: The state trajectories of all agents using scaled consensus protocol (5.19) with $h = 0.40$.
In addition, if $\alpha = \gamma = 1$, the finite-time scaled consensus protocol (5.19)

$$u_i(t) = c_1|\beta_i| \sum_{l \in N_i} a_d \varphi (\beta_l x_l - \beta_i x_i) + c_2|\beta_i| \sum_{l \in N_i} a_d (\beta_l x_l - \beta_i x_i)$$

$$+ h \cdot |\beta_i| \sum_{k=1}^{\infty} \delta(t - t_k) \sum_{l \in N'_i} a'_d (\beta_l x_l - \beta_i x_i), \quad \text{for } i \in I_n.$$  \hspace{0.5cm} (5.31)

Thus, by choosing $h = 0.1$ together with $\beta = (-2, 1, 2, -1.5)$, the state trajectories of all agents are described in Figure 5.5

Figure 5.5: The state trajectories of all agents under protocol (5.31) with scalar scales $\beta = (-2, 1, 2, -1.5)$. 
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If scalar scales $\beta_i = 1$ for all $i$, the state trajectories of all agents under protocol (5.31) can be depicted as in Figure 5.6.

Figure 5.6: The state trajectories of all agents under protocol (5.31) with scalar scales $\beta = (1, 1, 1, 1)$. 
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If there is no instantaneous communications among agents, the consensus protocol (5.19) can be considered as follows:

\[ u_i(t) = c_1|\beta_i| \sum_{l \in N_i} a_{il} \varphi(\beta_l x_l - \beta_i x_i) + c_2|\beta_i| \sum_{l \in N_i} a_{il} (\beta_l x_l - \beta_i x_i)^{\alpha}. \] (5.32)

By selecting \( h = 0.1 \) and \( \beta = (-2, 1, 2, -1.5) \), the state trajectories of all agents under protocol (5.32) can be seen as in Figure 5.7.

![Figure 5.7: The state trajectories of all agents under protocol (5.32) with scalar scales \( \beta = (-2, 1, 2, -1.5) \).](image)
Moreover, if scalar scales $\beta = (1, 1, 1, 1)$ and $h = 0.1$, the state trajectories of all agents under protocol (5.32) can be depicted as in Figure 5.8.

Figure 5.8: The state trajectories of all agents under protocol (5.32) with scalar scales $\beta = (1, 1, 1, 1)$. 
If there is no instantaneous communications among agents and \( \alpha = \beta = 1 \), the consensus of system (5.17) can be achieved asymptotically under the linear scaled consensus protocol (5.17) as follows:

\[
    u_i(t) = c \cdot sgn(\beta_i) \sum_{l \in \mathcal{N}_i} a_{il}(\beta_l x_l - \beta_i x_i).
\]

If the sampling period \( h = 0.1 \) and scalar scales are \( \beta = (-2, 1, 2, -1.5) \), the state trajectories of all agents under protocol (5.33) can be described in Figure 5.9.

![Figure 5.9: The state trajectories of all agents under protocol (5.33) with scalar scales \( \beta = (-2, 1, 2, -1.5) \).](image-url)
If the sampling period $h = 0.1$ and the scalar scales $\beta_i = 1$ for all $i$, The state trajectories of all agents under protocol (5.33) can be described as in Figure 5.10.

Figure 5.10: The state trajectories of all agents under protocol (5.33) with scalar scales $\beta = (1, 1, 1, 1)$.
Example 2. Consider the communication networks of the multi-agent system (5.17) with impulsive perturbations under protocol (5.24) consisting of 4 agents denoted by $x_1, x_2, x_3, x_4$ as described Figure 5.11. Assume that the perturbation $p_k = 5 \times 10^{-6}$ for all $k$ and the initial states are $x(0) = [3, 0, 2, -1]^T$, then there exists some constants $\alpha$ and $\gamma$ which satisfy the assumption (A2). Moreover, it is obvious that the digraph $G$ is balanced and contains a spanning tree, thus the assumption (A1) also satisfies. Hence, Theorem 5.2.2 under protocol (5.24) can guarantee achieving scaled consensus.
By choosing $\gamma = 0.2$, the states of all agents with scalar scales $\beta = (-2, 1, 2, -1.5)$ are described in Figure 5.12.

Figure 5.12: The state trajectories of all agents under protocol (5.24) with scalar scales $\beta = (-2, 1, 2, -1.5)$.
Moreover, if the sampling period $h = 0.1$ and the scalar scales $\beta_i = 1$ for all $i$, The state trajectories of all agents under protocol (5.24) can be described as in Figure 5.13.

Figure 5.13: The state trajectories of all agents under protocol (5.24) with scalar scales $\beta = (1, 1, 1, 1)$. 
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However, if the perturbation is not small enough, the Theorem 5.2.1 under protocol (5.24) cannot guarantee reaching scaled consensus. For example, choosing $p_k = 5 \times 10^{-3}$ and scalar scales $\beta = (-2, 1, 2, -1.5)$, the states of all agents are divergent (see Figure 5.14).

Figure 5.14: The state trajectories of all agents using scaled consensus protocol (5.24) with $p_k = 5 \times 10^{-3}$.
Chapter 6

Applications to Hybrid Multi-agent systems over random networks

In some practical problems, the communication among agents may change over the time due to link failures, packet drops, node failure, etc. Such variations in the network can happen randomly, which attracts researchers’ great attention concerning random networks. For instance, in 2005, Hatano and Mesbahi [36] studied consensus problem of multi-agent systems under random networks. In 2007, Porfiri and Stilwell [77] extended the results of Hatano and Mesbahi (2005) by introducing the relaxable conditions to solve the consensus of MASs under random networks. Moreover, in 2008, Tahbaz-Salehi and Jadbabaie [96] gave some necessary and sufficient conditions to solve consensus problem for stochastic discrete-time linear dynamical systems. Other research topics of consensus problems under random networks have also been addressed in [43, 59] and extensive references.

This chapter studies the scaled consensus problem of hybrid multi-agent systems (HMASs) over random networks. Two scaled consensus protocols are introduced depending on the communication among agents. Firstly, we assume that all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$. Secondly, we study scaled consensus problem when all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$, where each continuous-time dynamic agent can observe its own state in real time.
6.1 Scaled Consensus of Hybrid Multi-agent systems with random networks

Network Topology

In this subsection, we present some basic concepts of algebraic graph theory and random networks that will be used in this thesis.

The information flow among the nodes of an undirected random network can be described by a sequence of undirected random graphs \( G_i \). At each time \( i \), the random graph is \( G_i = (V, E_i) \), where \( V = \{v_i, i = 1, \ldots, n\} \) is the determinate vertex set and \( E_i = \{e_{ij}\} \subset V \times V \) is the set of edges where \( e_{ij} \) denotes that agent \( i \) and \( j \) communicate with each other. In the random graph on \( n \) vertices, we assume that the existence of \( e_{ij} \in E_i \) is determined randomly and independently of other edges with probability \( p_{ij} \in [0, 1] \), for \( i, j = 1, 2, \ldots, n \) and \( i \neq j \) (not consider self-loops and multiple edges). We define the edge probability matrix \( P = P^T \in \mathbb{R}^{n \times n} \), \( 0 \leq p_{ij} \leq 1 \) and \( p_{ii} = 0 \). The adjacency matrix of \( G_i \) is denoted by \( A_i = [a_{ij}] \in \mathbb{R}^{n \times n} \), where

\[
a_{ij} = \begin{cases} 
1, & \text{with probability } p_{ij}, \\
0, & \text{with probability } 1 - p_{ij},
\end{cases}
\]

for \( i \neq j \) and \( a_{ii} = 0, \forall i \). The degree matrix denoted by \( D_i \in \mathbb{R}^{n \times n} \) is a diagonal matrix with \( d_{ii} = \sum_{j \in N_i} a_{ij} \) and \( \max_{i \in \mathbb{I}_n} \{d_{ii}\} \) is maximum degree of agent under any random network.

The Laplacian matrix of \( G_i \) is \( L_i = [l_{ij}]_{n \times n} = D_i - A_i \). Due to the nature of \( A_i \), the Laplacian matrix \( L_i \) is also random. Moreover, it can be seen that \( L_i 1 = 0 \) and \( 1^T L_i = 0 \).

Let \( G, A, L \) denote the sample space of all random space of all random graphs, all adjacency matrices and all Laplacian matrices, respectively. The following properties are used in this thesis [57]:

- The expected value of the adjacency matrix of \( G_i \) is denoted by \( \bar{A} = \mathbb{E}[A_i] \).
- The expected value of the Laplacian matrix is denoted by \( \bar{L} = \mathbb{E}[L_i] = [\bar{l}_{ij}]_{n \times n} \), where

\[
\bar{l}_{ij} = \begin{cases} 
\sum_{j=1}^{n} p_{ij}, & \text{if } i = j, \\
-p_{ij}, & \text{otherwise}.
\end{cases}
\]
Matrix $\bar{\mathcal{L}}$ corresponds to graph $\bar{\mathcal{G}}$ which does not necessarily belong to $\mathcal{G}$.

$\bar{\mathcal{G}}$ is the expected graph i.e., the average graph over time.

$\bar{\mathcal{G}}$ is connected if and only if $\lambda_2(\bar{\mathcal{L}}) > 0$.

$0 = \lambda_1(\mathcal{L}_i) < \lambda_2(\mathcal{L}_i) \leq \cdots \leq \lambda_n(\mathcal{L}_i)$.

$\mathcal{L}_i$ is positive semi-definite and has a simple zero eigenvalue when $\mathcal{G}_i$ is a connected undirected graph.

If $A \in \mathbb{R}^{n \times n}, \bar{A} = \mathbb{E}[A] \in \mathbb{R}^{n \times n}; \bar{a}_{ij} = \mathbb{E}[a_{ij}]$.

$\mathbb{E}[A + B] = \mathbb{E}(A) + \mathbb{E}(B); A, B \in \mathbb{R}^{n \times n}$.

$\mathbb{E}[aA] = a\mathbb{E}[A], a \in \mathbb{R}$.

Problem Formulation

In this work, we assume that the hybrid multi-agent system consists of $n$ agents which are continuous-time and discrete-time dynamic agents, labelled 1 through $n$, where the number of continuous-time dynamic agents is $c, c < n$. Without loss of generality, we assume that agent 1 through $c$ are continuous-time dynamic agents. Moreover, $\mathcal{I}_c = \{1, 2, 3, \ldots, c\}$, $\mathcal{I}_n \setminus \mathcal{I}_c = \{c+1, c+2, c+3, \ldots, n\}$. Then, the dynamics of agent $i$ with non-zero scalar scale $\beta_i$ are as follows:

\[
\begin{align*}
\beta_i \dot{x}_i(t) &= u_i, & \text{for } i \in \mathcal{I}_c, \\
\beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) + u_i(t_k), & t_k = kh, k \in \mathbb{N} & \text{for } i \in \mathcal{I}_n \setminus \mathcal{I}_c,
\end{align*}
\]  

(6.1)

where $h$ is the sampling period, $x_i \in \mathbb{R}$ and $u_i \in \mathbb{R}$ are the state and control input of agent $i$, respectively. The initial conditions are $x_i(0) = x_{i0}$, and $x(0) = [x_{10}, x_{20}, \ldots, x_{n0}]^T$.

**Definition 6.1.1.** The hybrid multi-agent system (6.1) is said to reach scaled consensus to $(\beta_1, \ldots, \beta_n)$ in **mean square** if for any initial conditions, we have

\[
\lim_{t_k \rightarrow \infty} \mathbb{E}(\|\beta_i x_i(t_k) - \beta_j x_j(t_k)\|^2) = 0, \quad \text{for } i, j \in \mathcal{I}_n,
\]  

(6.2)

and

\[
\lim_{t \rightarrow \infty} \mathbb{E}(\|\beta_i x_i(t) - \beta_j x_j(t)\|^2) = 0, \quad \text{for } i, j \in \mathcal{I}_c.
\]  

(6.3)
**Definition 6.1.2.** The hybrid multi-agent system (6.1) converges scaled consensus to \((\beta_1, \ldots, \beta_n)\) in **almost surely** if for any initial conditions, it holds that

\[
P\{ \lim_{t_k \to \infty} \| \beta_i x_i(t_k) - \beta_j x_j(t_k) \| = 0 \} = 1, \quad \text{for } i, j \in \mathcal{I}_n,
\]

and

\[
P\{ \lim_{t \to \infty} \| \beta_i x_i(t) - \beta_j x_j(t) \| = 0 \} = 1, \quad \text{for } i, j \in \mathcal{I}_c.
\]

**Remark.** It is obvious that reaching scaled consensus in mean square (almost surely) can guarantee reaching standard consensus in mean square (almost surely) when scalar scales \(\beta_i = 1\) for all \(i\).

### 6.1.1 Consensus results

In this section, the scaled consensus problems of hybrid multi-agent system (6.1) have been studied under two kinds of control inputs (consensus protocols), respectively.

**Case I**

In this section, we assume that all agents communicate with their neighbours and update their control inputs in a sampling time \(t_k\). Then, the consensus protocol for hybrid multi-agent system (6.1) is defined as follows:

\[
u_i(t) = |\beta_i| \sum_{j \in \mathcal{N}_c} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } t \in (t_k, t_{k+1}], \quad i \in \mathcal{I}_c
\]

\[
u_i(t_k) = h \cdot |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in \mathcal{I}_n \setminus \mathcal{I}_c,
\]

where \(A = [a_{ij}]\) is the weighted adjacency matrices associated with the graph \(G\), \(h = h_i = t_{k+1} - t_k\) for all \(i\) is the sampling period.
Theorem 6.1.1. Let \( \beta_i \neq 0 \) be any scalar scale of agent \( i \) and assume that \( 0 < h < (d_{\text{max}}\beta_{\text{max}})^{-1} \). Then, the hybrid multi-agent system (6.1) with the protocol (6.6) reaches scaled consensus to \((\beta_1, \ldots, \beta_n)\) in mean square if and only if \( \bar{G} \) is connected.

Proof. (Sufficiency) Let \( \beta_i \neq 0 \) be any scalar scale of agent \( i \), we first show that equation (6.2) holds. From (6.1) and (6.6), one has, for \( t \in (t_k, t_{k+1}] \),

\[
\begin{aligned}
\beta_i x_i(t) &= \beta_i x_i(t_k) + (t - t_k)|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], & \text{for } i \in I_c \\
\beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) + h|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], & \text{for } i \in I_n \setminus I_c.
\end{aligned}
\]

(6.7)

Therefore, it follows that

\[
\beta_i x_i(t_{k+1}) = \beta_i x_i(t_k) + h|\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_n
\]

(6.8)

Let \( x(t_k) = (x_1(t_k), x_2(t_k), \ldots, x_n(t_k))^T \in \mathbb{R}^n \), \( B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n} \), \( |B| = \text{diag}(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n} \) and \( H = \text{diag}(h_1, h_2, \ldots, h_n) \). Then, equation (6.8) can be written as

\[
B x(t_{k+1}) = \left[ I_n - H|B|L \right] B x(t_k),
\]

(6.9)

which is equivalent to

\[
B x(t_k) = \left[ I_n - H|B|L \right]^k B x(0).
\]

(6.10)

Since \( \bar{G} \) is connected and \( h < \frac{1}{2d_{\text{max}}\beta_{\text{max}}} \), by Lemma 4.1.1, we know that \( [I_n - H|B|L] \) is SIA. Then, by Lemma 2.6.3, one obtains

\[
W_{t_k} = [I_n - H|B|L]^k
\]

is also SIA. Moreover, it follows from [57] that the eigenvalues of \( W_{t_k} = \frac{1_n 1_n^T}{n} \) are as the form

\[
\lambda_i = \left(1 - H \lambda_i(|B|L_{t_k}) \right)^{d_k}, \quad i = 2, \ldots, n.
\]

(6.11)

Since \( L_{t_k} \) is a symmetric positive semi-definite matrix, so all its eigenvalues are non-negative and

\[
0 = \lambda_1(|B|L_{t_k}) \leq \lambda_2(|B|L_{t_k}) \leq \cdots \leq \lambda_n(|B|L_{t_k}).
\]
It follows that $\lambda_1(W_{tk}) = 1$ with the corresponding eigenvector $u_1 = \frac{1}{\sqrt{n}}1_n$. Also,

$$\rho(W_{tk} - \frac{1_n1_n^T}{n}) = \max(\{\lambda_2(W_{tk}), \ldots, \lambda_n(W_{tk})\}).$$

(6.12)

By Lemma 2.4 [57], we have

$$\|Bx(t_{k+1}) - \bar{x}\|^2 \leq \rho^2(W_{tk} - \frac{1_n1_n^T}{n}) \|Bx(t_k) - \bar{x}\|^2$$

(6.13)

which implies that

$$\|Bx(t_k) - \bar{x}\|^2 \leq \rho^2(W_{t_0} - \frac{1_n1_n^T}{n}) \cdots \rho^2(W_{tk-1} - \frac{1_n1_n^T}{n}) \|Bx(0) - \bar{x}\|^2.$$  

(6.14)

Taking the expectation on both sides of (6.14) and using the independent property of random matrix $W_{tk}$, we have

$$\mathbb{E}(\|Bx(t_k) - \bar{x}\|^2) \leq \mathbb{E}(\rho^2(W_{t_0} - \frac{1_n1_n^T}{n}) \cdots \rho^2(W_{tk-1} - \frac{1_n1_n^T}{n})) \|Bx(0) - \bar{x}\|^2.$$  

(6.15)

In order to prove that the state vector sequence of system (6.15) converges in mean square, we only need to prove that $\mathbb{E}(\rho^2(W_{ti} - \frac{1_n1_n^T}{n})) < 1$ for $i = 0, 1, \ldots$. By Lemma 2.2 [57], it can be seen that the eigenvalues of $W_{ti} - \frac{1_n1_n^T}{n}$ are $\lambda_i$, where

$$\lambda_i = (1 - h\lambda_i(|B|L_{ti}))^d_i, \quad i = 2, 3, \ldots, n.$$

Based on Gersgorin Disc Theorem [19], we have the sampling period

$$0 < h \leq \frac{1}{d_{max}\beta_{max}} \leq \frac{1}{\lambda_n}$$

with non-zero probability where $\lambda_n = \max_{i=0,1,\ldots,k-1}\{\lambda_n(L_{ti})\}$. This implies that

$$\lambda_i = (1 - h\lambda_i(|B|L_{ti}))^d_i \geq 0 \quad \text{and} \quad \rho^2(W_{ti} - \frac{1_n1_n^T}{n}) = (1 - h\lambda_2(|B|L_{ti}))^{2d_i} \leq 1.$$
Since the expected graph $\bar{G}$ is connected, there is at least one graph $G$ with non-zero probability for $\lambda_2(L) > 0$. Thus,

$$(1 - h\lambda_i(|B|L))^{2d} < 1 \implies \mathbb{E}(\rho^2(W_{ti} - \frac{1}{n}1_n^T)) < 1.$$}

Hence, $\lim_{t_k \to \infty} \mathbb{E}[\|Bx(t_k) - \bar{x}\|^2] = 0$. i.e.,

$$\lim_{t_k \to \infty} \mathbb{E}[\|\beta_i x_i(t_k) - \beta_j x_j(t_k)\|^2] = 0, \text{ for } i, j \in I_n. \quad (6.16)$$

Now, we will show that

$$\lim_{t \to \infty} \mathbb{E}(\|\beta_i x_i(t) - \beta_j x_j(t)\|^2) = 0 \quad \text{for } i, j \in I_c.$$}

Consider, for $i, j \in I_c$ and any $\beta_i \neq 0$,

$$\|\beta_i x_i(t) - \beta_j x_j(t)\| \leq \|\beta_i x_i(t) - \beta_i x_i(t_k)\| + \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\| + \|\beta_j x_j(t_k) - \beta_j x_j(t)\|. \quad (6.17)$$

It is obvious that

$$\|\beta_i x_i(t) - \beta_j x_j(t)\|^2 \leq \|\beta_i x_i(t) - \beta_i x_i(t_k)\|^2 + \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\|^2 + \|\beta_j x_j(t_k) - \beta_j x_j(t)\|^2, \quad (6.18)$$

and hence

$$\mathbb{E}[\|\beta_i x_i(t) - \beta_j x_j(t)\|^2] \leq \mathbb{E}[\|\beta_i x_i(t) - \beta_i x_i(t_k)\|^2] + \mathbb{E}[\|\beta_i x_i(t_k) - \beta_j x_j(t_k)\|^2] + \mathbb{E}[\|\beta_j x_j(t_k) - \beta_j x_j(t)\|^2]. \quad (6.19)$$

From equation (6.7), one obtains, for $t \in (t_k, t_{k+1}]$,

$$\|\beta_i x_i(t) - \beta_i x_i(t_k)\|^2 \leq h|\beta_i| \sum_{j \in N_i} a_{ij} \|\beta_j x_j(t_k) - \beta_i x_i(t_k)\|^2. \quad (6.20)$$

Hence,

$$\mathbb{E}[\|\beta_i x_i(t) - \beta_i x_i(t_k)\|^2] \leq h|\beta_i| \sum_{j \in N_i} a_{ij} \mathbb{E}[\|\beta_j x_j(t_k) - \beta_i x_i(t_k)\|^2]. \quad (6.21)$$
As \( t \to \infty \), we have \( t_k \to \infty \). Thus,

\[
\lim_{t \to \infty} \mathbb{E}[\|\beta_i x_i(t) - \beta_i x_i(t_k)\|^2] = 0 \quad \text{for} \ i, j \in I_c.
\]

Taking the limit as \( t \to \infty \) on both sides of equation (6.19), one obtains

\[
\lim_{t \to \infty} \mathbb{E}[\|\beta_i x_i(t) - \beta_i x_i(t)\|^2] = 0 \quad \text{for} \ i, j \in I_c.
\]

Therefore, the hybrid multi-agent system (6.1) with protocol (6.6) reaches scaled consensus.

**Necessity** If the expected graph is \( \bar{G} \) which is not connected, there exist at least two components with zero probability of communication between each other. This implies that there is no path between two components. Hence, the information of these two components cannot reach consensus for any initial condition.

**Theorem 6.1.2.** Assume that the sampling period \( 0 < h < \frac{1}{d_{\max} \beta_{\max}} \). Then, the HMAS (6.1) reaches scaled consensus to \((\beta_1, \ldots, \beta_n)\) almost surely if and only if the expected graph \( \bar{G} \) is connected.

**Proof. (Sufficiency)** Assume that \( \bar{G} \) is connected. Let \( x(t) = [x_1(t), \ldots, x_n(t)]^T \), as a result of Markovapo’s inequality, for any \( a > 0 \), we have

\[
P\{\|\beta x(t_k) - \bar{x}\|^2 \geq a^2\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2}. \tag{6.22}
\]

Because \( \|\beta x(t_k) - \bar{x}\|^2 \geq a^2 \) is equivalent to \( \|\beta x(t_k) - \bar{x}\| \geq a \), inequality (6.22) can be written as

\[
P\{\|\beta x(t_k) - \bar{x}\| \geq a\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2}. \tag{6.23}
\]

It follows from Theorem 6.1.1 that

\[
\|\beta x(t_{k+1}) - \bar{x}\|^2 \leq \rho^2 \left(W_{t_k} - \frac{1_n 1_n^T}{n}\right)\|\beta x(t_k) - \bar{x}\|^2.
\]

Therefore,

\[
\sum_{k=0}^{\infty} P\{\|\beta x(t_k) - \bar{x}\| \geq a\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2(1 - \alpha)} \tag{6.24}
\]
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where \( \alpha = \max_{i=0,1,\ldots,k-1} \{ \mathbb{E}[\rho^2(W_t - \frac{1_n 1_n^T}{n})] \} \). Using the Borel-Cantelli Lemma leads to
\[
\mathbb{P}\{ \| \beta x(t_k) - \bar{x} \| \geq a \text{ i.o.} \} = 0.
\]
Thus, we conclude that agents reach scaled consensus almost surely, i.e.,
\[
\mathbb{P}\{ \lim_{t_k \to \infty} \| \beta_i x_i(t) - \beta_j x_j(t) \| = 0 \} = 1, \quad \text{for } i, j \in \mathcal{I}_n
\]
or \( \beta_j x_j(t_k) \to \beta_i x_i(t_k) \) almost surely for all \( i, j \in \mathcal{I}_n \).

Consider, for \( i, j \in \mathcal{I}_c \) and any \( \beta_i \neq 0 \),
\[
\| \beta_i x_i(t) - \beta_j x_j(t) \| \leq \| \beta_i x_i(t) - \beta_i x_i(t_k) \| + \| \beta_j x_j(t_k) - \beta_j x_j(t) \| \\
+ \| \beta_j x_j(t_k) - \beta_j x_j(t) \|.
\]
(6.25)

From equation (6.7), one obtains, for \( t \in (t_k, t_{k+1}] \),
\[
\| \beta_i x_i(t) - \beta_i x_i(t_k) \| \leq h|\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} \| \beta_j x_j(t_k) - \beta_i x_i(t_k) \|.
\]
(6.26)

As \( t \to \infty, t_k \to \infty \) and from the previous discussion, we know that \( \beta_j x_j(t_k) \to \beta_i x_i(t_k) \) almost surely for all \( i, j \in \mathcal{I}_n \). It can be seen from (6.26) that \( \beta_j x_j(t) \to \beta_i x_i(t) \) almost surely for all \( i, j \in \mathcal{I}_c \) as \( t \to \infty \). And hence, from (6.25), one obtains \( \beta_j x_j(t) \to \beta_i x_i(t) \) almost surely for all \( i, j \in \mathcal{I}_c \) as \( t \to \infty \).

(\textbf{Necessity}) The proof is similar to the argument used in Theorem 6.1.1.

\( \Box \)

\textit{Corollary 6.1.2.1.} Assume that the sampling period \( 0 < h < \frac{1}{d_{\text{max}} \beta_{\text{max}}} \) and the expected graph \( \bar{G} \) is connected. Then, the following statements are equivalent:

(a) the HMAS(6.1) reaches scaled consensus in mean square;

(b) the HMAS(6.1) reaches scaled consensus almost surely.

\textit{Proof.} Based on Theorem 6.1.1 and Theorem 6.1.2, it is obvious that (a) \( \iff \) (b). \( \Box \)
Case II

In this section, we assume that all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$, where each continuous-time dynamic agent can observe its own state in real time. Then, the scaled consensus protocol for hybrid multi-agent system (6.1) is defined by:

$$
\begin{align*}
   u_i(t) &= |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t)], \quad \text{for } t \in (t_k, t_{k+1}], \ i \in I_c \\
   u_i(t_k) &= h \cdot |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_n \setminus I_c,
\end{align*}
$$

where $A = [a_{ij}]$ is the weighted adjacency matrices associated with the graph $G$, $h = h_i = t_{k+1} - t_k$ for all $i$ is the sampling period and $\beta_i \neq 0$ is a scalar scale of agent $i$.

**Theorem 6.1.3.** Let $\beta_i \neq 0$ be any scalar scale of agent $i$ and

$$
H = \text{diag} \left\{ \frac{1 - e^{-\sum_{j=1}^n a_{ij}|\beta_i|h}}{\sum_{j=1}^n a_{ij}|\beta_i|}, \ldots, \frac{1 - e^{-\sum_{j=1}^n a_{cj}|\beta_c|h}}{\sum_{j=1}^n a_{cj}|\beta_c|}, h, \ldots, h \right\}.
$$

Assume that $0 < h < \frac{1}{d_{\text{max}} \beta_{\text{max}}}$. Then, the hybrid multi-agent system (6.1) with the protocol (6.27) achieves scaled consensus to $(\beta_1, \ldots, \beta_n)$ in mean square if and only if the expected graph $\hat{G}$ is connected.

**Proof. (Sufficiency)** We first show that equation (6.2) holds. From (6.27) we know that for $t \in (t_k, t_{k+1}]$,

$$
\begin{align*}
   \beta_i x_i(t_k) &= \beta_i x_i(t_k) \\
   &+ |\beta_i| \left( \frac{1 - e^{-\sum_{j=1}^n a_{ij}|\beta_i|(t-t_k)}}{\sum_{j=1}^n a_{ij}|\beta_i|} \right) \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_c \\
   \beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) + h |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_n \setminus I_c.
\end{align*}
$$

Accordingly, at time $t_{k+1}$, the states of agents are

$$
\begin{align*}
   \beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) \\
   &+ |\beta_i| \left( \frac{1 - e^{-\sum_{j=1}^n a_{ij}|\beta_i|h}}{\sum_{j=1}^n a_{ij}|\beta_i|} \right) \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_c \\
   \beta_i x_i(t_{k+1}) &= \beta_i x_i(t_k) + h |\beta_i| \sum_{j \in N_i} a_{ij} [\beta_j x_j(t_k) - \beta_i x_i(t_k)], \quad \text{for } i \in I_n \setminus I_c.
\end{align*}
$$
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Letting $x(t_k) = (x_1(t_k), x_2(t_k), \ldots, x_n(t_k))^T \in \mathbb{R}^n$, $B = diag(\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{R}^{n \times n}$, $|B| = diag(|\beta_1|, |\beta_2|, \ldots, |\beta_n|) \in \mathbb{R}^{n \times n}$, equation (6.29) can be written as

$$Bx(t_{k+1}) = [I_n - H|B|L]^k Bx(t_k)$$

(6.30)

which is equivalent to

$$Bx(t_k) = [I_n - H|B|L]^k Bx(0),$$

(6.31)

where $H = diag\left\{ \frac{1 - e^{-\sum_{j=1}^n a_{1j}|\beta_i|h}}{\sum_{j=1}^n a_{1j}|\beta_i|}, \ldots, \frac{1 - e^{-\sum_{j=1}^n a_{cj}|\beta_i|h}}{\sum_{j=1}^n a_{cj}|\beta_i|}, h, \ldots, h \right\}.

It follows from

$$\frac{1 - e^{-\sum_{j=1}^n a_{ij}|\beta_i|h}}{\sum_{j=1}^n a_{ij}|\beta_i|} < \frac{1}{d_{ii}|\beta_i|} \quad \text{for} \quad i \in I_c$$

and $h < \frac{1}{d_{\text{max}}\beta_{\text{max}}}$, that $0 < h_i < \frac{1}{d_{\text{max}}\beta_{\text{max}}}$ for $H$.

Because the expected graph $\bar{G}$ is connected, by Lemma 4.1.1 and Lemma 2.6.3, one obtains

$$U_{tk} = (I_n - H|B|L)^k$$

is SIA. In addition, we know from Lemma 2.2[57] that the eigenvalues of $U_{tk} \frac{11^T}{n}$ are

$$\lambda_i = (1 - H\lambda_i(|B|L))^k, \quad i = 2, \ldots, n.$$ 

Since $L$ is a symmetric positive semi-definite matrix, all its eigenvalues are non-negative and

$$0 = \lambda_1(|B|L) \leq \lambda_2(|B|L) \leq \cdots \leq \lambda_n(|B|L).$$

(6.32)

It follows that $\lambda_1(U_{tk}) = 1$ with the corresponding eigenvector $u_1 = \frac{1}{\sqrt{n}}1$. Also,

$$\rho(U_{tk} - \frac{11^T}{n}) = \max(|\lambda_2(U_{tk})|, \ldots, |\lambda_n(U_{tk})|).$$

(6.33)

By Lemma 2.4 [57], we know that

$$\|\beta x(t_{k+1}) - \bar{x}\|^2 \leq \rho^2(U_{tk} - \frac{1_n1^T}{n}) \|\beta x(t_k) - \bar{x}\|^2$$

(6.34)
which implies that
\[ \|\beta x(t_k) - \bar{x}\|^2 \leq \rho^2(U_{t_0} - \frac{1_n 1_n^T}{n}) \cdots \rho^2(U_{t_{k-1}} - \frac{1_n 1_n^T}{n}) \|\beta x(0) - \bar{x}\|^2. \] (6.35)

Taking the expectation on both sides of (6.35) and using the independent property of random matrix \( U_{t_k} \), we have
\[
\mathbb{E}(\|\beta x(t_k) - \bar{x}\|^2) \leq \mathbb{E}(\rho^2(U_{t_0} - \frac{1_n 1_n^T}{n})) \cdots \mathbb{E}(\rho^2(U_{t_{k-1}} - \frac{1_n 1_n^T}{n})) \|\beta x(0) - \bar{x}\|^2.
\]

From \([57]\), we know that the eigenvalues
\[ \lambda_i = (1 - h\lambda_i(|\beta|\mathcal{L}_{t_i}))^d_i, \quad i = 2, 3, \ldots, n. \]

Based on Gersgorin Disc Theorem \([19]\), we have the sampling period
\[ 0 < h < \frac{1}{d_{\max}\beta_{\max}} \leq \frac{1}{\bar{\lambda}_n} \]
with non-zero probability where \( \bar{\lambda}_n = \max_{i=0,1,\ldots,k-1} \{\lambda_n(\mathcal{L}_{t_i})\} \). This implies that
\[ (1 - h\lambda_i(|\beta|\mathcal{L}_{t_i}))^d_i \geq 0 \quad \text{and} \quad \rho^2(U_{t_i} - \frac{1_n 1_n^T}{n}) = (1 - h\lambda_2(|\beta|\mathcal{L}_{t_i}))^{2d_i} \leq 1. \]

Indeed, the expected graph \( \bar{\mathcal{G}} \) which is connected shows that there is at least one graph \( \mathcal{G} \) with non-zero probability for \( \lambda_2(\mathcal{L}) > 0 \). It is obvious that
\[ (1 - h\lambda_i(|\beta|\mathcal{L}))^{2d_i} < 1 \implies \mathbb{E}(\rho^2(U_{t_i} - \frac{1_n 1_n^T}{n})) < 1. \]

Thus, \( \lim_{t_k \to \infty} \mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2] = 0 \). This implies that
\[ \lim_{t_k \to \infty} \mathbb{E}[\|\beta_i x_i(t_k) - \beta_j x_j(t_k)\|^2] = 0, \quad \text{for } i, j \in \mathcal{I}_n. \] (6.37)

Now, we will show that
\[ \lim_{t \to \infty} \mathbb{E}(\|\beta_i x_i(t) - \beta_j x_j(t)\|^2) = 0 \quad \text{for } i, j \in \mathcal{I}_c. \]
Consider, for \( i, j \in \mathcal{I}_c \) and any \( \beta_i \neq 0 \),
\[
\| \beta_i x_i(t) - \beta_j x_j(t) \| \leq \| \beta_i x_i(t) - \beta_i x_i(t_k) \| + \| \beta_i x_i(t_k) - \beta_j x_j(t_k) \| + \| \beta_j x_j(t_k) - \beta_j x_j(t) \|. \quad (6.38)
\]
It is obvious that
\[
\| \beta_i x_i(t) - \beta_j x_j(t) \|^2 \leq \| \beta_i x_i(t) - \beta_i x_i(t_k) \|^2 + \| \beta_i x_i(t_k) - \beta_j x_j(t_k) \|^2 + \| \beta_j x_j(t_k) - \beta_j x_j(t) \|^2, \quad (6.39)
\]
and hence
\[
\mathbb{E}[\| \beta_i x_i(t) - \beta_j x_j(t) \|^2] \leq \mathbb{E}[\| \beta_i x_i(t) - \beta_i x_i(t_k) \|^2] + \mathbb{E}[\| \beta_i x_i(t_k) - \beta_j x_j(t_k) \|^2] + \mathbb{E}[\| \beta_j x_j(t_k) - \beta_j x_j(t) \|^2]. \quad (6.40)
\]
From equation (6.28), one obtains, for \( t \in (t_k, t_{k+1}] \),
\[
\| \beta_i x_i(t_k) - \beta_i x_i(t_k) \|^2 \leq h |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} \| \beta_j x_j(t_k) - \beta_i x_i(t_k) \|^2. \quad (6.41)
\]
Hence,
\[
\mathbb{E}[\| \beta_i x_i(t_k) - \beta_i x_i(t_k) \|^2] \leq h |\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij} \mathbb{E}[\| \beta_j x_j(t_k) - \beta_i x_i(t_k) \|^2]. \quad (6.42)
\]
As \( t \to \infty \), we have \( t_k \to \infty \). Thus,
\[
\lim_{t \to \infty} \mathbb{E}[\| \beta_i x_i(t_k) - \beta_i x_i(t_k) \|^2] = 0 \quad \text{for } i, j \in \mathcal{I}_c.
\]
Taking the limit as \( t \to \infty \) on both sides of equation (6.40), one obtains
\[
\lim_{t \to \infty} \mathbb{E}[\| \beta_i x_i(t) - \beta_j x_j(t) \|^2] = 0 \quad \text{for } i, j \in \mathcal{I}_c.
\]
Therefore, the hybrid multi-agent system (6.1) with protocol (6.27) reaches scaled consensus.

**Necessity** The proof is similar to the necessity part of the previous theorem, so it is omitted. \( \square \)
Theorem 6.1.4. Assume that the sampling period $0 < h < \frac{1}{d_{\text{max}}\beta_{\text{max}}}$. Then, the HMAS (6.1) with protocol (6.27) reaches scaled consensus to $(\beta_1, \ldots, \beta_n)$ almost surely if and only if the expected graph $\bar{G}$ is connected.

Proof. (Sufficiency) Assume that $\bar{G}$ is connected. Let $x(t) = [x_1(t), \ldots, x_n(t)]^T$, as a result of Markovapø’s inequality, for any $a > 0$, we have

$$
\mathbb{P}\{\|\beta x(t_k) - \bar{x}\|^2 \geq a^2\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2}. \quad (6.43)
$$

Because $\|\beta x(t_k) - \bar{x}\|^2 \geq a^2$ is equivalent to $\|\beta x(t_k) - \bar{x}\| \geq a$, inequality (6.43) can be written as

$$
\mathbb{P}\{\|\beta x(t_k) - \bar{x}\| \geq a\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2}. \quad (6.44)
$$

By Theorem 6.1.3, it is easy to know that

$$
\|\beta x(t_{k+1}) - \bar{x}\|^2 \leq \rho^2(W_{t_k} - \frac{1_n 1_n^T}{n})\|\beta x(t_k) - \bar{x}\|^2.
$$

Therefore,

$$
\sum_{k=0}^{\infty} \mathbb{P}\{\|\beta x(t_k) - \bar{x}\| \geq a\} \leq \frac{\mathbb{E}[\|\beta x(t_k) - \bar{x}\|^2]}{a^2(1 - \alpha)}, \quad (6.45)
$$

where $\alpha = \max_{i=0,1,\ldots,k-1} \{\mathbb{E}[\rho^2(W_{t_k} - \frac{1_n 1_n^T}{n})]\}$. Using the Borel-Cantelli Lemma leads to

$$
\mathbb{P}\{\|\beta x(t_k) - \bar{x}\| \geq a \ i.o.\} = 0.
$$

Thus, we conclude that agents reach scaled consensus almost surely. i.e.,

$$
\mathbb{P}\{\lim_{t_k \to \infty} \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\| = 0\} = 1, \quad \text{for } \ i, j \in \mathcal{I}_n
$$

or $\beta_j x_j(t_k) \to \beta_i x_i(t_k)$ almost surely for all $i, j \in \mathcal{I}_n$. Consider, for $i, j \in \mathcal{I}_c$ and any $\beta_i \neq 0$,

$$
\|\beta_i x_i(t) - \beta_j x_j(t)\| \leq \|\beta_i x_i(t) - \beta_i x_i(t_k)\| + \|\beta_i x_i(t_k) - \beta_j x_j(t_k)\| + \|\beta_j x_j(t_k) - \beta_j x_j(t)\|. \quad (6.46)
$$
From equation (6.28), one obtains, for $t \in (t_k, t_{k+1}]$,

$$\|\beta_i x_i(t) - \beta_i x_i(t_k)\| \leq h|\beta_i| \sum_{j \in \mathcal{N}_i} a_{ij}\|\beta_j x_j(t_k) - \beta_i x_i(t_k)\|. \quad (6.47)$$

As $t \to \infty$, $t_k \to \infty$ and from the previous discussion, we know that $\beta_j x_j(t_k) \to \beta_i x_i(t_k)$ almost surely for all $i, j \in \mathcal{T}_n$. It can be seen from (6.47) that $\beta_j x_j(t) \to \beta_i x_i(t)$ almost surely for all $i, j \in \mathcal{I}_c$ as $t \to \infty$. And hence, from (6.46), one obtains $\beta_j x_j(t) \to \beta_i x_i(t)$ almost surely for all $i, j \in \mathcal{I}_c$ as $t \to \infty$.

(Necessity) The proof is similar to the argument used in Theorem 6.1.3.

**Corollary 6.1.4.1.** Assume that the sampling period $0 < h < \frac{1}{d_{max}/\beta_{max}}$ and the expected graph $\mathcal{G}$ is connected. Then, the following statements are equivalent

(a) the HMAS(6.1) with protocol (6.27) reaches scaled consensus in mean square;
(b) the HMAS(6.1) with protocol (6.27) reaches scaled consensus almost surely.

**Proof.** Based on Theorem 6.1.3 and Theorem 6.1.4, it is obvious that (a) $\iff$ (b).
Chapter 7

Conclusions and Future Research

In this chapter, we summarize the results of this thesis and suggest possible future work related to the topics that we have studied in the thesis. In the present thesis, some consensus problems of hybrid multi-agent systems have been studied as follows.

In Chapter 3, consensus problems of directed hybrid multi-agent systems under fixed topology with (and without) communication delays have been studied. We assume that all continuous-time dynamic agent communicate with their neighbors and update their own states in real time, while the discrete-time dynamic agents communicate with their neighbors and update their own states at time $t_k$. Our results show that the hybrid multi-agent system system (3.1) reaches consensus if $G_c \cup G'$ and $G_d \cup G'$ are balanced and contain a spanning tree under the sampling period $0 < h < (d_{max})^{-1}$ and some conditions.

In Chapter 4, scaled consensus problems for the hybrid multi-agent system have been investigated by using impulsive consensus protocols if the directed communication networks $G$ contains a spanning tree with $0 < h < (d_{max}\beta_{max})^{-1}$. Moreover, the scaled consensus problems of multi-agent systems under fixed and switching topologies have been studied by introducing impulsive protocols together with some appropriate conditions. In addition, scaled consensus problems have been studied in multi-agent systems with external disturbances, some conditions are introduced to guarantee reaching scaled consensus and satisfy robust $H_{\infty}$ performance. Furthermore, our results show that the scaled consensus can be guaranteed if the sampling period $h$ is bounded by some values depending on the scalar scales and degree of networks.

In Chapter 5, finite-time scaled consensus problems of multi-agent system have been studied. By using Lyapunov finite-time consensus theorem, algebraic graph theory and matrix theory, some conditions are provided to guarantee achieving scaled consensus in
finite time. Firstly, a scaled consensus protocol have been proposed for solving finite-time consensus problems of hybrid multi-agent systems via impulsive control. Secondly, the finite-time scaled consensus of multi-agent systems with (impulsive) perturbations have been investigated and the impulsive consensus protocols are introduced which can guarantee reaching scaled consensus if the perturbations are small enough.

In Chapter 6, the scaled consensus problems of hybrid multi-agent systems have been studied in random networks. Two scaled consensus protocols are introduced depending on the communication among agents. Firstly, we assume that all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$. Secondly, we study scaled consensus problem when all agents communicate with their neighbours and update their control inputs in a sampling time $t_k$, but continuous-time dynamic agent can observe its own state in real time.

In the future, it might be possible to study the scaled consensus problems of hybrid multi-agent systems under nonlinear protocols, partial scaled consensus problems, complex consensus problems and examine how to apply the idea of scaled consensus into edge dynamics problems.
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