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Abstract 
 

In the study of crime and geography, many studies have investigated the spatial 

relationship between crime and the built and natural environment.  However, these studies 

usually focus on specific environmental characteristics, such as alcohol serving businesses or the 

presence of vegetation. This study conducts a comprehensive analysis of the spatial relationship 

between crime and features of the built and natural environment in the sister cities of Kitchener 

and Waterloo, Ontario, taking into account many factors that may potentially affect crime and 

reported incidents. This includes built environment features, such as residential buildings, 

commercial buildings, drinking establishments, and bus stops. Natural environment features, 

such as parks and the presence of green vegetation were also considered. The measure of crime 

in this study was a geospatial record (aggregated to the nearest street intersection) of crime and 

reported incidents where police were called (e.g., emergency call and response) recorded by the 

Waterloo Regional Police Service (WRPS). Relationships between built and natural environment 

characteristics with crime and reported incidents were studied using linear regression and logistic 

regression modelling techniques based on three datasets. The first dataset involved creating a 

buffer around each street intersection and deriving the proportion of each building type and count 

of bus stops, streetlights, and alcohol licenses within a static or adaptive radius, which was 

subsequently compared with the number or presence of crime and reported incidents at each 

intersection. The second involved developing Adaptive Kernel Density Estimation (AKDE) 

rasters of each environmental feature and then conducting a regression analysis by comparing the 

number or presence of crime and reported incidents at each street intersection to its 

corresponding pixel values. The third involved using buffers to summarize the levels of 

vegetation cover detected from remote sensing imagery surrounding each street intersection, 
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which was subsequently compared with the number of crime and reported incidents at each 

intersection. The results of this study identified overall low r-squared values for tested regression 

models, which suggests that important variables may be missing, such as socio-economic 

variables that may have a significant role in predicting crime incidents. The model also found 

that bus stops and alcohol licences were the most important urban environment factors in 

predicting crime and reported incidents in Kitchener-Waterloo.  
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1.0 Introduction 
 

 In the study of geographical patterns of crime, the relationship between crime and the 

built and natural environment has often been explored (Kumar & Waylor, 2003; Wolfe & 

Mennis, 2012; Barnum et al., 2017). These studies usually focus on one specific characteristic of 

the built or natural environment. Some studies examine built characteristics, such as alcohol 

sales establishments or streetlights, and exploring their positive or negative effects on crime (Day 

et al., 2012; Pain et al., 2006). There is also interest in studying the spatial relationship between 

patterns of crime and the natural environment (Kuo & Sullivan, 2001b; Wolfe & Mennis, 2012). 

There has been considerable debate about whether relationships between the natural environment 

and crime rates are positive or negative. However, studies rarely take into account multiple 

relationships between characteristics of the built and natural environment.  This study attempts to 

conduct a comprehensive assessment of the relationship between crime/reported incidents and 

the built and natural environment by adopting a geospatial approach, which includes multiple 

variables and datasets. 

 This study is conducted on the sister cities of Kitchener and Waterloo, Ontario. The focus 

is on crime and reported incidents from the year 2013, with the locations of the crimes and 

reported incidents aggregated to the nearest intersection due to privacy concerns. The study 

examined 18 types of crime and reported incidents ranging from ñassaultò to ñtheft under 

$5,000ò. Built environment features taken into account include various building types (e.g. 

residential buildings and commercial building), alcohol licensed establishments, and bus stops, 

as well as more specific building types, such as churches and police stations. Natural 

environment features were represented by parks or open space, as well as considering remote 

sensing observations based on the Normalized Difference Vegetation Index (NDVI) .  
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There were two main methods used to investigate the relationship between 

crime/reported incidents and the built and natural environment. The first involved examining 

crime and reported incidents in the city of Kitchener. Using ArcGIS and Python codes developed 

for this study, circular buffers were specified around each street intersection in which built and 

natural environment classes were identified.  An OLS and logistic regression were conducted to 

assess the strength of relationships between the built and natural environment and police 

recorded crime and incidents using R programming. The second analysis involved creating 

adaptive kernel density rasters (AKDE) of various built environment features in both Kitchener 

and Waterloo. The intersections were then used to extract the values from the AKDE rasters that 

intersected each intersection point. The relationship between the reported crime/reported 

incidents and AKDE values at each intersection was then investigated, again using OLS and 

logistic regression in R. An additional analysis used buffers to investigate the relationship 

between NDVI values around each intersection and the crime and reported incidents at each 

intersection. The goal of this study was to gain a better understanding of the relationship between 

the built and natural environment and to contribute to existing literature on this topic. This study 

adopted an inductive approach when exploring relationships between the built and natural 

environment and crime, since some hypothesised effects were deduced from existing literature, 

while other relationships between crime and environmental features were theorized based on this 

studyôs findings. 

 

1.1 Problem Statement 
 

The goal of this study is to explore the relationship between features of the built and 

natural environment and crime/reported incidents in the cities of Kitchener and Waterloo, 
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Ontario. The first objective of this study is to investigate the link between the level of 

crime/reported incidents and the built environment in the Kitchener-Waterloo area using GIS 

datasets. The intention is to build upon the studies such as those conducted by Kumar and 

Waylor (2003) and Day et al. (2012), which found a strong relationship between liquor stores 

and alcohol serving establishments and crime rates, as well as studies such as those by Barnum et 

al. (2017) and Sohn (2016) who investigated the built environment/crime relationship in a more 

comprehensive manner. By adopting a holistic and comprehensive approach in this study, other 

built features were included in the analysis and statistical methods were adopted for identifying 

significant relationships with criminal activity.  

The second objective of this study is to investigate the link between levels of 

crime/reported incidents and the natural environment in Kitchener-Waterloo using GIS and 

remote sensing data. Findings are then compared with previous studies such as those by Wolfe 

and Mennis (2012) and Chen, et al., (2005), which both found a strong negative relationship 

between crime and vegetation cover. Finally, the third objective of this study is to identify which 

built and natural environment features have the strongest relationships with different crime and 

reported incident types in the Kitchener-Waterloo region by adopting an exploratory spatial data 

analysis approach.  

 

1.2 Thesis Structure 

The thesis is composed of nine sections:  

Chapter 1 ï Introduction : Establishes the topic of the thesis, while also explaining the basics of 

the thesisô methodological setup.  
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Chapter 2 ïLiterature  Review: Outlines the popular theories that are commonly discussed in 

previous studies of the relationship between the built and natural environment. It also discusses 

the methods and conclusions of previous studies on this topic.  

Chapter 3 ï Conceptual Framework: Establishes the concept structure that the ideas of thesis 

are based upon. It also discusses the literature contained similar concepts, many of which were 

sources of inspiration for this studyôs conceptual framework.  

Chapter 4 ï Study Area: Discusses the region in which this study was performed, including 

relevant statistics and characteristics. 

Chapter 5 ï Data: Discusses the many datasets used in this study, while also discussing any 

data processing needed to improve these dataset. 

Chapter 6 ï Method: Outlines in detail the methodologies implemented in this study and 

outlines the statistics and datasets used with each. 

Chapter 7 ï Results: Analyses the results of each model estimated for the study, while also 

examining the independent variables tested in each. 

Chapter 8 ï Discussion: Discusses overarching findings of the study, while also discussing its 

weaknesses and comparing those findings to the literature reviewed earlier.  

Chapter 9 ï Conclusions: Concludes the findings of the study while discussing its implications 

on future work. 
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2.0 Literature Review 
 

 Crime can be linked to the location at which it occurs. According to Routine Activity 

Theory (Cohen & Felson, 1979), crime rates in a particular time and space can be influenced by 

three factors: motivated offenders, suitable targets, and the lack of capable guardians (Figure 1). 

The theory argues that the convergence of suitable targets and the lack of guardianship at a 

particular time and space will increase crime rates at that particular time and space. In later 

writings, Felson (1987) discussed how various ñfacilitiesò, such as shopping centres, 

condominium complexes, office buildings, and schools, make up an urban framework, which he 

called the ñmetroquiltò. Felson states that there is an imbalance in crime risk with some areas of 

this ñmetroquiltò having a greater risk of crime than others due to such facilities. He exemplified 

this by demonstrating that residential and retail facilities account for 22% and 19% of property 

crime, respectively, in Chicago during 1984. 

Brantingham and Brantinghamôs 1995 study entitled, ñCriminality of place: Crime 

generators and crime attractorsò is often cited in environmental criminology literature, which 

puts forward the concepts of ñcrime generatorsò and ñcrime attractorsò. ñCrime generatorsò are 

places where many people congregate, such as a shopping mall, which presents criminal 

opportunities for a potential offender who might not have otherwise committed a crime. ñCrime 

attractorsò are places that present criminal opportunities for offenders with the intent to commit a 

specific crime. According to the authors, a cityôs environment ñurban backclothò can have a 

great influence on the quantity and types of crimes committed, as well as the time at which they 

are committed. 
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Figure 1. A Venn diagram of Cohen and Felsonôs (1979) Routine Activity Theory showing 

crime and delinquency as a product of the intersection of motivated offenders, lack of capable 

guardians, and suitable targets. Adapted from Siegel and Worrall (2015). 

 

 Previous research has also supported a relationship between crime and surrounding 

vegetation cover (Wolfe & Mennis, 2012; Chen, et al., 2005; DeMotto & Davies, 2006), 

although the direction of this relationship is debated. Some studies suggest that vegetation cover 

increases the incidence of crime, but these studies often tend to focus on the fear of crime as 

opposed to actual crime (e.g. people fearing that trees and other large plants could be used as 

hiding places for people intent on committing crimes against them) or base their findings on 

accounts of offenders using vegetation in hiding their criminal activities (Nasar & Fisher, 1993; 

Michael, et al., 2001). The idea of unkempt and overgrown vegetation increasing the level of 
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crime is consistent with the ñbroken window theoryò proposed by Kelling and Wilson (1982), 

which states that disorder in the physical environment can make a location prone to criminal 

invasion. Others have suggested that vegetation decreases levels of crime or that a lack of 

vegetation tends to increase crime levels (Wolfe & Mennis, 2012; Chen, et al., 2005).  

Two main reasons have been put forward to explain why vegetation may have a negative 

effect on criminal activity. First higher surveillance may result from more individuals using 

greenspace areas (Kuo and Sullivan, 2001b), thus deterring criminal activity. Second, the 

presence of vegetation may result in positive psychological effects by alleviating mental fatigue 

and reducing deviant behaviour (Kaplan, 1987). Increased surveillance due to people using 

greenspaces and associated reduction in crime is consistent with the ideas presented by Jacobs 

(1961) in her publication, ñThe Death and Life of Great American Citiesò where she states that 

more ñeyes upon the streetò help to increase surveillance and therefore keep the streets safe (she 

also noted, however, that greenspaces must have a ñdiversity of uses and usersò to enliven a 

neighbourhood or it might simply further depress an area) (p. 35, 111). This is further supported 

by Kuo and Sullivan (2001b), who found that both property and violent crime were lower in 

apartment complexes located in close proximity to open and vegetated spaces than those that 

were not. The authors partially attributed this to increased surveillance (i.e. recreational uses, 

passersby) due to vegetation and greenspaces. A decrease in mental fatigue due to vegetation is 

supported by Kaplan (1987), who stated that mental fatigue can increase violent behaviour in 

individuals. He defines mental fatigue as ña state of discomfort and reduced effectiveness that 

usually follows intense mental effortò (p. 56). Kaplan (1987) suggested that parks and gardens 

can help alleviate mental fatigue in an urban setting. This theory is supported by Kuo and 

Sullivan (2001a), who found that residents in public housing reported fewer incidents of violence 
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and/or aggression in building complexes with higher amounts of vegetation than at building 

complexes with a lower presence of vegetation. 

 An environmental approach is often adopted only as a partial explanation for the locality 

of crime. This approach tends to explain or at least partially explain the geographic distribution 

of crime according to socioeconomic factors, such as household income, employment and 

demographics (Ackerman & Murray, 2004; Ceccato & Dolmen, 2011). Some studies account for 

socio-economic factors in their analyses as a control variable (Wolfe & Mennis, 2012; Sohn, 

2016). However, other studies do not account for socio-economic factors and instead focus on 

the direct link between crime and the environment, both built and natural (Kumar & Waylor, 

2003; Piza et al., 2013; Barnum et al., 2017).  

   

2.1 Crime in Proximity to Single Characteristics of the Built Environment 
 

 The relationships between single characteristics of the built environment and crime were 

often examined using similar methods (Pain et al., 2006; Kumar & Waylor, 2003; Suresh & 

Vito, 2009). The most common environment features studied within the literature were the 

presence of bars, liquor stores, and other sources of alcohol sale (Day et al., 2012; Kumar & 

Walyor, 2003). Many other built environment features and their relationship with crime have 

been an object of study, ranging from government subsidized housing to streetlights (Suresh & 

Vito, 2009; Pain, et al., 2006). Common methods applied in these studies are regression 

techniques (Day, et al., 2012; Kumar & Walyor, 2003; Suresh & Vito, 2009; Walker & 

Schuurman, 2015) and Moranôs I test statistics for spatial autocorrelation (Suresh & Vito, 2009; 

Walker & Schuurman, 2015). Results from these studies have supported strong relationships 

existing between crime and various features of the built environment. 
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Day, et al. (2012) examined how crime is affected by the accessibility of alcohol outlets 

in different regions of New Zealand. This study assessed the median distance to alcohol outlets 

in police station areas, which involved using census mess-blocks and comparing corresponding 

violent crime rates in the police station area, while controlling for demographic variables (2012). 

Statistical analysis was based on a negative binomial regression. The results suggested that 

geographic access to alcohol establishments can serve as a significant predictor when studying 

violent crime, and the two form a negative relationship where violent crime increases as median 

distance to alcohol outlets decreases. Kumar and Waylor (2003) also examined the proximity of 

crime incidents to alcohol facilities in Savannah, Georgia. A logistic regression model was used 

to assess the probability of crime at various intervals of proximity to places of alcohol services. 

A map of Savannah showing crimes and alcohol services in 2000 is shown in Figure 2. In 

contrast to Day, et al. (2012), Kumar and Waylor (2003) did not control for demographic 

variables. However, both studies arrived at similar findings, identifying higher crime density in 

areas in close proximity to alcohol establishments.  

Similar studies include Pain, et al., (2006) who assessed streetlighting and its relation to 

crime and fear of crime in several towns in Northumberland, England. This study involved a two 

pronged analysis. First, a GIS approach was adopted to compare crime hotspots and streetlight 

coverage to identify areas that experienced high incidents of crime and low streetlight coverage. 

The second part of the study involved conducting interviews in the ten most problematic areas of 

the city, as a means of qualitative rapid community appraisal.  The results noted that crime 

hotspots and the residentsô views of high crime locations did not necessarily match, partly due to 

unreported crime. Overall, most surveyed residents did not believe that improvements in 
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streetlighting in their area would have a significant impact on levels of crime, although improved 

streetlighting could potentially reduce the overall fear of crime.  

 

 
Figure 2. A map showing alcohol services (the large dots) and crime locations (the small dots) in 

Savannah, Georgia in 2000 from Kumar and Waylor (2003). 

 

Suresh and Vito (2009) evaluated the relationship between public housing and homicide 

in Louisville, Kentucky. This study involved creating 1,000 foot buffers around public housing 

projects in the city and then using buffers to assess the distribution of crime in the city. A spatial 

regression was then conducted on homicides in the city between 1989 and 2007. The results 
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showed that public housing had a significant effect on the spatial distribution of homicides in 

Louisville. When new public housing arose in mixed-income communities, the homicide clusters 

appeared to be displaced to other low-income areas. A spatial regression analysis determined that 

both median income of residents and vacant housing were both significant predictors of 

homicide.  

 

 
Figure 3. Kernel density maps of violent trauma and graffiti in Vancouver, British Columbia.  

Residuals of a regression analysis are shown, along with urban deprivation scores by census 

dissemination area (Walker & Schuurman, 2014, p. 7).  
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Walker and Schuurman (2015) assessed incidents of graffiti, which they considered to be 

an indicator of urban depravity (which was defined as low scores according to several socio-

economic metrics in this study), and their relationship with violent injury in the city of 

Vancouver, British Columbia. Kernel density maps of incidences of graffiti and violent injury 

were developed and a regression analysis on the two kernel density maps was conducted by 

pairing overlapping pixels. Search radiuses of 500 metres were chosen based on the approximate 

average size of a neighbourhood. Moranôs I test statistics were used to test for spatial 

autocorrelation of the residuals. Finally, a social deprivation metric, VANDIX  was developed for 

each of the cityôs census dissemination areas. The results identified a strong and highly 

significant correlation between violence and graffiti, with the Moranôs I test statistic showing 

significant positive spatial autocorrelation in regression model residuals. Walker and 

Schuurmanôs VANDIX metric showed both high and low socio-economic levels of deprivation 

in areas where graffiti and violent crime were prevalent. Figure 3 shows an example of resulting 

maps from this analysis, including the distribution of violence and graffiti, which also appeared 

to have a significant relationship. The regression analysisô residuals and VANDIX deprivation 

scores are also shown in Figure 3. 

 

2.2 Crime in Relation to Multiple Characteristics of the Built Environment 
 

Studies that have considered multiple characteristics of the built environment and their 

relationship with crime have adopted various methodological approaches. Examples of features 

of the urban landscape that have been studied, include bus stops and schools (Sohn, 2016), and 

features that are more directly linked to crime, such as the dwellings of known gang members 

(Caplan, et al. 2011). The most common statistical method applied in such studies are multiple 
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regression modelling (Sohn, 2016; Piza, et al., 2014). Barnum et al. (2017) and Caplan et al. 

(2011) and a technique called risk terrain modelling (RTM). 

Caplan et al. (2011) examined crime hotspots in Irvington, New Jersey using RTM as a 

place-based forecasting method. They used RTM to create raster maps that demonstrated risk 

level using three variables considered to be predictors of shootings, namely dwellings of known 

gang members, drug arrest locations, and retail business locations, and tested these maps against 

other types of crimes. Sohn (2016) tested the practicality of ócrime prevention through 

environmental designô in Seattle by analysing crime and various built environment features. This 

study used residential crime density in neighbourhoods defined by 500 m buffers, which was 

included in a regression analysis, along with population density, building height, road density, 

ratio of commercial buildings to residential buildings, bus stop density, intersection density, and 

ratio of park area to residential area.  

Barnum et al. (2017) compared a diverse group of built environment features, ranging 

from foreclosed homes to schools to bus stops to bars whose arrangement they described as a 

ñkaleidoscopeò of urban features (see Figure 4). This study used RTM to compare effects of 

various urban features on risk of robbery in Chicago, Kansas City, and Newark. Piza et al. 

(2014) attempted to assess which CCTV camera locations yielded a reduction in crime, and tried 

to explain the varying effects of CCTV cameras on spatial patterns of crime. These assessments 

focused on how crime at locations with cameras (before and after they were installed) were 

associated with, (a) environmental features such as bars and transit stops, (b) line of sight 

variables such as percentage of foliage obstruction, (c) enforcement variables such as crime 

detections from the CCTV cameras, and (d) a variable indicating the type of CCTV camera in 

use. 
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Figure 4. The kaleidoscope of urban features described by Barnum, et al., (2017). ñA confluence 

of certain featuresò altogether can ñcreate conditions conducive to offendingò (p. 205). 

 

 Conflicting findings are often reported on the effect of built environment features (e.g., 

bus stops) on levels of crime in urban environments (Sohn, 2016; Barnum et al., 2017). Barnum 

et al. (2017) also emphasized that the effect on crime by place features can vary greatly from city 

to city. Caplan et al. (2011) found that RTM was more accurate in predicting future shootings 

than retrospective hotspot mapping. Sohn (2016) found that the variables they considered, except 

for average building high and population density, had a negative effect on crime. Notably, bus 

stops were determined to have a negative relationship with crime. Barnum et al. (2017) found 

that foreclosed homes, gas stations, bus stops, grocery stores, liquor stores, and drug markets 

were all consistent risk factors for robbery in all three cities that were included in their study. 

However, other factors, such as parks, bars, and schools were not risk factors in all of the cities. 

Piza et al. (2014) found that decreases in overall crime, violent crime, and theft from autos were 

significantly associated with camera enforcement.  Decreases in violent crime and robbery were 
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significantly associated with viewsheds containing bars. Violent crime, robbery, and theft from 

automobiles were lower where percentage coverage of camera image by immovable objects was 

high.  

  

2.3 Crime and the Natural Environment 
 

Many studies have examined the relationship between the natural environment and crime 

using different data sources and methodologies. Remote sensing has been applied, making use of 

the techniqueôs ability to measure an entire study area, although their methods of using the 

imagery varied widely (Chen, et al., 2005; Patino, et al., 2014; Wolfe & Mennis, 2012). Other 

studies have focused on parkland and other vegetation covered areas (DeMotto & Davies, 2006; 

Sohn, 2016; Barnum, et al., 2017). Some research has focused on comparing the relationship 

between vegetated areas and crime rates versus that of non-vegetated areas (Chen, et al., 2005; 

Wolfe & Mennis, 2012). Some studies have examined vegetation alone in its relationship with 

crime (DeMotto & Davies, 2006; Wolfe & Mennis, 2012), while others have considered 

confounding effects of other urban environment features such as bus stops and foreclosed homes 

(Patino, et al., 2014; Sohn, 2016; Barnum, et al., 2017). 

Chen, et al., (2005) used both remote sensing and GIS to study the relationship between 

crime and vegetation in Carlsbad, California. This study obtained high resolution PAN images 

taken from SPOT, and images were classified using the ISODATA clustering method and a 300 

m grid, which identified two classes (vegetation and non-vegetation). The study involved three 

steps of analysis, including spatial clustering of crime and assessing where those clusters 

occurred, a traditional regression analysis that attempted to explain crime according to variables 

of propensity and opportunity, and a spatial filtered regression analysis to study spatial clustering 
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as a predictor of crime. Patino, et al., (2014) used remote sensing imagery from the Quickbird 

satellite to study crime and urban layout in Medellin, Columbia. The images were classified 

based on maximum likelihood to calculate the percentage of the city that was covered by 

vegetation, impervious surfaces, clay roofs, and soil.  Classification results were then combined 

with socio-economic and crime variables in an Ordinary Least Squared Regression model. The 

texture of the images and the relationship to crime was also assessed using FETEX 2.0. It is 

interesting to note that both Patino, et al. (2014), and Chen, et al. (2005) excluded the near 

infrared band from their analysis, which could have been included due to the high sensitivity of 

infrared wavelengths to vegetation and could potentially improve the results of both studies.  

Wolfe and Mennis (2012) focused on remotely sensed vegetation indices that included 

red and infrared wavelengths and relating them to crime levels in Philadelphia. The study used a 

Landsat 7 image from which average Normalized Difference Vegetation Index (NDVI) values 

were calculated for each census tract. Vegetation indices, of which NVDI is the most common, 

are statistics that describe density and health of vegetation in satellite imagery (USGS, n.d.). 

Multivariate ordinary least square (OLS) regression was applied to each census tract with 

vegetation and socio-economic data as independent variables and different crime types as the 

dependent variable. DeMotto and Davies (2006) assessed the proximity of crime to parks in 

Kansas City, Kansas. The study used a buffer analysis with buffers identified at intervals at 

progressive distances extending from the parks for studying surrounding crime using regression 

and Moranôs I test statistics with the hypothesis that crime would decrease as one moves further 

away from parks. This buffer system was potentially flawed, since once a crime was associated 

with a buffer, the crime was then assigned the bufferôs distance interval as its distance from the 

park, rather than its actual distance from the park. 
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Figure 5. Maps of census tracts in Philadelphia showing mean NDVI and Aggravated Assault 

per 1,000 people. Fewer aggravated assaults were observed in places with higher NDVI values 

(Wolfe & Mennis, 2012, p. 116-117). 

 

The relationship between vegetation and crime has conflicting results in the literature. 

While many studies have identified lower crime rates in the presence of vegetation (or lack of 

vegetation increasing levels of crime) (e.g., Wolfe & Mennis, 2012; Chen, et al., 2005), other 

research have associated higher crime levels with vegetation cover (e.g., DeMotto & Davies, 

2006), while some failed to find any significant relationship between the two variables (e.g., 

Patino, et al., 2014). In particular, Chen, et al., (2005) found that areas of highest crime rates 

were associated with shopping centres and commercial areas. A cluster analysis revealed that 

burglaries and assault were most associated with non-vegetated grid cells. The authors concluded 

that the classification of satellite imagery into a non-vegetation index was successfully applied 

for predicting where burglary hotspots were geographically located. Patino, et al., (2014) found 

that the best performing remotely sensed variable was percentage of other impervious surfaces 
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(i.e., impervious surfaces that are not clay roofs), where average homicide rates tended to be 

higher where more impervious surfaces were present. Unlike findings from other studies, the 

authors found percentage of vegetation to be an insignificant predictor. Wolfe and Mennis (2012) 

found that almost all types of crime were both negatively and significantly associated with 

vegetation, meaning that crime decreased as the amount of vegetation increased. This 

relationship between crime and vegetation was independent of the socio-economic status of 

neighbourhoods. Figure 5 shows maps of average NDVI values and aggravated assault per 1,000 

persons in each Philadelphia census tract, where the relationship between both variables was 

significant. In contrast, DeMotto and Davies (2006) determined that levels of crime tended to 

increase as distance to parkland decreased.   

Such conflicting findings between research studies on the links between crime and 

features of the built and natural environment highlight that such relationships are complex and 

likely differ based on their geographical, demographic, and socioeconomic context.  This 

suggests that further research is required, especially adopting a more holistic and comprehensive 

approach exploring links between multiple characteristics of the built and natural environment 

and crime, rather than single attributes at a time. 
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3.0 Conceptual Framework 
 

 

 
Figure 6. Conceptual diagram of the studyôs research framework. Positive and negative effects 

of built or natural environment features on crime and reported incidents are identified in this 

diagram. These are hypothesised relationships within a theoretical framework and not based on 

actual results of this study. 

 

 The conceptual framework of this study is based on the hypothesis that features of the 

built and natural environment affect the location of where incidents of crime may be reported. In 

turn, these reports of crime affect the location of police activity. The built environment refers to 

man-made physical features of the urban environment being studied, such as shopping centres, 

bus stops, or houses, with the function of each building or object being important to its 

classification. The natural environment consists of features within the urban environment studied 

that are natural, such as occurrence of vegetation and water bodies. The natural environment can 
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also refer to natural features that are planned, such as parks and ponds. Figure 6 shows the 

relationship between these features and their potential effects on crime and reported incidents. 

The influences shown in the diagram can work in multiple pathways and directions depending on 

the type of crime committed. In some situations, a criminal might commit a crime in a certain 

area due to the characteristics of its environment. For example, a thief may target a bus stop, 

since it is a place where people often congregate outdoors, thus creating an opportunity for theft, 

according to Routine Activity Theory (Cohen & Felson, 1979). Other crimes may occur due to a 

location influencing the actions of the criminal and may be a partial cause for committing the 

crime. Examples may include public intoxication or assault near a bar. While the person likely 

did not go to a bar intending to commit a crime, the environment may influence the individual to 

commit a crime, namely due to intoxication from consuming alcohol at the bar.  

Consequently, an environmental setting can both influence where a criminal commits a 

crime and influence an individual to commit a crime. This is consistent with Brantingham and 

Brantinghamôs 1995 paper, which described the concept of ñcrime attractorsò and ñcrime 

generatorsò. ñCrime generatorsò create opportunities to commit crime due to the large 

concentration of people at a location that potential criminals might exploit. ñCrime attractorsò 

tend to attract people with the intent of committing a particular crime given the opportunities 

presented at that location (Brantingham and Brantingham, 1995).  

In addition to creating opportunity and influencing criminals to commit crime, 

environmental features also have the potential to serve as crime deterrents. For example, a 

criminal may not want to commit a crime near a streetlight during night time due to the greater 

likelihood of being seen. Another example from the literature is Piza, et al. (2014), who 
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concluded that a CCTV camera can have a deterrent effect when installed in a proper manner and 

setting. 

 In the case of crime attractors, influences or deterrents to crime included in this study 

comprised of three categories of the built environment, including types of buildings, bus stops, 

and streetlights. Within the built environment, as previously discussed and in accordance with 

Routine Activity Theory, bus stops were hypothesised to have a positive effect on crime within 

their vicinity, meaning that high levels of crime within their vicinity would be expected. 

Streetlights were expected to have a negative effect on crime, resulting in lower levels of crime 

relative to other unlit or dark areas during night hours.  

The building types considered in this study included residential, educational, religious, 

commercial, recreational, institutional, agricultural, industrial, and alcohol serving or sales 

establishments. Alcohol serving/selling establishments were expected to have a positive effect on 

crime, since the consumption of alcohol can often promote irrational or deviant behaviour that 

may result in criminal offences (Day, et al. 2012; Livingston, 2007; Kumar & Waylor, 2003). 

Other buildings, such as educational and religious facilities were expected to have a negative 

effect on crime due to the concentrated presence and congregation of children and the elderly, 

who were expected to behave as crime deterrents. Other buildings, such as industrial buildings, 

did not have a hypothesised effect on crime as they were not addressed in the reviewed literature. 

In this way, this study adopts an inductive approach to the research. 

All natural environmental factors, including the presence of parks and general vegetation 

cover, were expected to have a negative effect on crime. As previously discussed, there is 

frequent debate within the literature as to whether the presence of vegetation cover has a positive 

or negative effect on crime. Some studies support the notion that increased vegetation cover 
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results in a rise in criminal activity by increasing the number of potential hiding spots for 

criminals and their criminal activities (Michael, et al., 2001). Others suggest that increased 

vegetation cover results in a negative effect on crime, since it causes more people to be present 

outdoors, allowing for increased surveillance and also because vegetation promotes 

ñpsychological softeningò and alleviates stress (Wolfe & Mennis, 2012). This research adopts the 

hypothesis of more recent studies, including Wolfe and Mennis (2012) and Chen, et al. (2005), 

which suggest that less crime results in areas with higher vegetation cover and more crime 

occurs in areas of scarce vegetation cover. 
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4.0 Study Area 
 

 The study area includes the cities of Kitchener and Waterloo in Ontario, Canada with a 

map shown in Figure 7 and a satellite photo shown in Figure 8. The two cities are also shown in 

Figure 9, which displays major landmarks and roads. The cities are located in Southwest Ontario 

and are located in the larger Region of Waterloo (Region of Waterloo, 2011). The Region of 

Waterloo is policed by the Waterloo Regional Police Service (WRPS). Both cities contain mostly 

urban land, although there is some rural area included within each cityôs boundary. The city of 

Waterloo has a population of 98,780 according to the 2011 census and is the 52nd largest 

municipality in Canada (Statistics Canada, 2016b). It is known as a university town, being home 

to the University of Waterloo and Wilfred Laurier University, as well as a satellite campus of 

Kitchenerôs Conestoga College. It is also known as a high tech centre and is home to companies 

such as Blackberry (English, 2011). The city of Kitchener is located directly south of the city of 

Waterloo. It is the largest city in the Waterloo Region with a population of 219,153 in the 2011 

census and is the 22nd largest municipality in Canada (Statistics Canada, 2016b). Kitchenerôs 

economy is considered to be more ñblue-collarò than that of Waterloo and the city has 

experienced the type of urban decline that is often associated with North American industrial 

centres in the past 50 years (English, 2011). However, the city has experienced much urban 

redevelopment in the past two decades and has more recently become host to a number of high-

tech companies (English, 2011). Together, along with Cambridge, Woolwich, and North 

Dumfries, the two cities help form a Census Metropolitan Area (CMA) called ñKitchener - 

Cambridge - Waterloo, Ontarioò, which is the 4th largest in Ontario and the 10th largest in Canada 

(Statistics Canada, 2016a).  
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Figure 7. Map of cities and townships of the Region of Waterloo, Ontario, Canada. Kitchener 

and Waterloo are highlighted in yellow (Dodsworth, 2013). 

 

The Region of Waterloo is a relatively safe place in terms of criminal activity and crime 

rates. In a ranking of the most dangerous cities in Canada by Macleanôs magazine in 2010, 

Kitchener ranked as the 65th most dangerous city in Canada with a crime score that was 15.88% 

lower than the countryôs overall crime score (Macleanôs, 2010). As shown in Figure 10 from the 

WRPS 2013 annual report, the overall crime rate has been on a decreasing trend in the Region of 

Waterloo over the decade leading up to 2013, which is the year of crime and reported incident 

data used in this study. The violent crimes rate (not shown in Figure 10) had previously been on 

an increasing trend from 2003 to 2010, but the rate decreased between 2010 and 2013 (WRPS, 

n.d.b). The overall crime rate for the Region of Waterloo was well below Canadaôs overall crime 

rate from 2003 to 2013, but was somewhat higher than Ontarioôs overall crime rate from 2009 to 

2013 (WRPS, n.d.b). 
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Figure 8. A subset of a 2013 Landsat 8 satellite image showing the study area of the sister cities 

of Kitchener and Waterloo, Ontario. 

 

Despite Kitchener-Waterloo being classified as a relatively safe city, it was still 

nevertheless chosen as the study area for this thesis for several reasons. The first reason being 

that this study was conducted at the University of Waterloo, resulting in inherent interest in 

studying the local region, ease of access to the study area for ground truth and data verification, 

and potential contacts with the WRPS and local experts. This also allowed for greater user 

familiarity with the study area and application of local knowledge during both development and 

analysis phases of the study. There may also be wider relevance and potential application of 

study results compared to conducting the study elsewhere on an arbitrarily selected or less 

familiar locality. The second reason was that a smaller study area may allow for a more 

manageable and definable study, resulting in more focus on the urban environment and crime 
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relationship with fewer confounding factors, which may be more prominent in larger 

metropolitan areas. The third and perhaps most significant reason for selecting Kitchener-

Waterloo as the study area was the availability of high quality crime and reported incident data, 

which was available as point dataset for the region. 

 

 
Figure 9. A map of Waterloo and Kitchener, Ontario with important landmarks highlighted, 

including each cityôs downtown cores, major roads, major malls, and universities and colleges. 

As previously shown in Figure 7, Waterloo is the northern city, while Kitchener is the southern 

city. 




























































































































































































































